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Adaptive optics (AO) has revolutionized imaging in fields from astronomy to microscopy by correcting
optical aberrations. In label-free microscopes, however, conventional AO faces limitations because of
the absence of a guide star and the need to select an optimization metric specific to the sample
and imaging process. Here, we propose an AO approach leveraging correlations between entangled
photons to directly correct the point spread function. This guide star–free method is independent of the
specimen and imaging modality. We demonstrate the imaging of biological samples in the presence
of aberrations using a bright-field imaging setup operating with a source of spatially entangled
photon pairs. Our approach performs better than conventional AO in correcting specific aberrations,
particularly those involving substantial defocus. Our work improves AO for label-free microscopy and
could play a major role in the development of quantum microscopes.

L
abel-free microscopes are essential for
studying biological systems in their most
native states, and in recent years, their
performance has been enhanced by the
use of nonclassical light sources. In par-

ticular, sources of entangled photon pairs,
which illuminate an object and are detected in
coincidence to form an image, are at the basis
of numerous protocols (1). For example, they
are used in bright-field imaging configurations
to enhance the spatial resolution (2–5), achieve
sub–shot-noise imaging (6), and improve the
contrast in the presence of noise and losses
(7, 8). In phase imaging, they can be used to
augment the contrast in both confocal (9) and
wide-field (10, 11) differential interference con-
trast (DIC) systems and are the basis of new
modalities, including quantum holography
(12, 13), reconfigurable phase-contrast micros-
copy (14), and three-dimensional (3D) imaging
(15). Finally, they can also improve time-gated
imaging protocols such as optical coherence
tomography (OCT) by reducing dispersion
(16, 17) and enhancing depth sensitivity (18).
However, whether in their classical or quan-
tum version, all of these methods are sensitive
to optical aberrations created by the speci-
mens being imaged or by the imaging system
itself. If left uncorrected, these effects negate
the benefits gained by these techniques and
compromise their practical use.
Adaptive optics (AO) can be used tomitigate

these aberrations. To operate, a light-emitting
source or a point-like structure in the sample
is identified as a guide star. The wavefront
accumulates aberrations while propagating

out of the sample, and these aberrations are
then measured by a Shack-Hartmann sensor
(direct AO) or a focus-forming process (in-
direct AO). Wavefront correction is then ap-
plied to cancel out the aberrations using a
deformablemirror or a spatial lightmodulator
(SLM). Over the past decades, AO has played a
major role in the development of advanced
imaging systems, particularly fluorescence mi-
croscopes (19, 20).
In the absence of a guide star, however, the

point spread function (PSF) and thus the aber-
ration information are not directly accessible.
This is especially the case in most label-free
and linear microscopy systems. To circumvent
this issue, wavefront sensorless, image-based
AO methods have been developed (20–22).
They are based on the principle that the image
resulting from the convolution between the
specimen and the PSF has optimum quality
only when the aberrations have been fully

compensated. In practice, an image metric is
first defined and then optimized by acting
with the wavefront-shaping device. The appro-
priate choice of the metric depends on the
image formation process of the microscope
used and the nature of the sample. The most
commonly used metrics include total out-
put intensity (23), image contrast (24), low-
frequency content (25), and sharpness (26, 27).
In recent years, AO has enabled aberration
correction in several label-free microscope
modalities, including bright-field (25), quan-
titative phase-contrast (28), DIC (29), and
OCT (30).
One of the primary hurdles in achieving ef-

fective image-basedAO lies in the requirement
to define distinct metrics for each microscope
modality and for varying specimen types. Fur-
thermore, certain metrics may introduce sys-
tematic errors. For instance, when capturing
volumetric samples, the utilization of an image
sharpness metric to correct defocus aberration
typically yields multiple solutions correspond-
ing to different imaging planes within the
sample.
In this work, we present a quantum-assisted

AO (QAO) method that harnesses the entan-
glement between photon pairs to directly ac-
cess the imaging system PSF, and thus the
aberration information, in the absence of a
guide star. This approach also eliminates the
need to define a specific image-based metric
and is thus independent of the imaging mo-
dality and specimen under study. We demon-
strate the effectiveness of this approach by
imaging biological samples using classical and
quantum bright-field transmission imaging sys-
tems in the presence of aberrations. In par-
ticular, we present experimental situations in
which our technique leads unambiguously to
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Fig. 1. Concept of QAO.
(A) An object is illumi-
nated by spatially entan-
gled photon pairs and
imaged onto a single-
photon–sensitive camera.
The imaging system
between the object
and the camera is not
represented for clarity.
Photon pairs are strongly
correlated in the object
plane. (B) Without optical
aberrations, a sharp
intensity image of the
object is acquired, and photon pairs are still correlated at the camera plane. (C) Photon pair correlations are
visualized by measuring the spatial second-order correlation function G(2) and projecting it onto specific
coordinates. Such a G(2) projection is proportional to the system’s PSF and shows a narrow peak at its center.
(D to F) With aberrations present, the system is not limited by diffraction and the pairs are no longer
correlated at the camera plane (D), resulting in a blurred intensity image (E) and a distorted G(2) projection
(F). In QAO, aberrations are corrected using an SLM to maximize the central value of the G(2) projection.
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the optimal correction while classical image-
based AO methods fail.

Concept

In the QAO scheme, spatially entangled pho-
ton pairs are incident on an object (t), which
is then imaged onto a single-photon–sensitive
camera (Fig. 1A). As in classical incoherent il-
lumination, the intensity image (I) produced
at the output results from a convolution be-
tween the absolute value-squared PSF (h) and
the object as I = |h|2 � |t|2 (Fig. 1B). In addition,
the photons forming the image are also pair-
wise correlated in space, which arises from
their entanglement (31). The second-order
spatial correlation function G(2) can be writ-
ten as

G 2ð Þ r10 ; r20ð Þ
¼ f r1; r2ð Þt r1ð Þt r2ð Þ�h r1ð Þh r2ð Þj j2 ð1Þ

where f(r1,r2) is the spatial two-photon wave
function of the photon pair in the object plane
with transverse coordinates r1 and r2 (32). In
general, G(2) is a complicated function that
depends on the PSF, the object, and the spatial
correlations between photon pairs. Under spe-
cific experimental conditions, however, one can
simplify Eq. 1 and average G(2) along specific
spatial axes to extract information only linked
to the system’s PSF. In particular, if the object
is positioned in the Fourier plane of the source,
then the two-photon wave function can be ap-
proximated by f(r1,r2) ≈ d(r1 + r2), which de-
scribes near-perfect anticorrelations between
photon pairs originating from spatial entan-
glement. Using this configuration, we can
measure the sum coordinate projection ofG(2),
defined as C+(dr+) = ∫G(2)(r, dr+ – r)dr, with
dr+ = r1 + r2 being the sum coordinate. As-
suming weak optical aberrations in the imaging
system, C+ can be approximated as

CþðdrþÞ ≈ K j½h �h�ðdrþÞj2 ð2Þ

where K = ∫|t(r)t(–r)|2d(r) is a constant in-
dependent of h, and K represents the photon-
pair transmission rate through the sample.
For example, Fig. 1C shows a sum-coordinate
projection simulated in the case of a diffraction-
limited imaging system. It has a very specific
shape, with a narrow peak at its center, just
like the corresponding PSF. In the presence
of optical aberrations, however, the PSF is dis-
torted, as is the sum-coordinate projection (Fig.
1F), with a central correlation peak that de-
creases and spreads. The value of the central
peak is therefore maximal when the imaging
system is limited by diffraction. In QAO, we use
this value as a feedback signal to compensate
for optical aberrations in the imaging system
using a modal-based AO algorithm. Simulations
and additional experimental data supporting

this result are provided in section III of the
supplementary materials.

Results

Figure 2 shows the experimental setup. Spa-
tially entangled photon pairs are generated
through spontaneous parametric down con-
version (SPDC) in a thin b-barium-borate (BBO)
crystal cut for type I phase matching. Using
lens f1, the output surface of the crystal is
Fourier imaged onto the sample. Subsequent-
ly, the sample is imaged onto the camera
using two 4f imaging systems, f2-f3 and f4-f4.
Specimen- and system-induced aberrations
can be introduced in the imaging system in
planes A1 and A2, respectively. An SLM, used
to correct for aberrations, is placed in a Fourier
plane of the sample. Photon pairs transmitted
through the system are detected at the output
using an electron-multiplying charge-coupled
device (EMCCD) camera for measuring both
conventional intensity images and photon cor-
relations following the technique described in
(33) (see also sections I and II of the sup-
plementary materials).
To illustrate our approach, we placed a bio-

logical sample, a honeybee mouthpiece on a
microscope slide, in the sample plane and
captured its intensity image in transmission
(Fig. 3A). In the absence of aberrations, the
sum-coordinate projection exhibits a distinct
and sharp peak, as shown in Fig. 3D. However,
when aberrations are present, the image be-
comes blurred, and the correlation peak is
spread and distorted, as depicted in Fig. 3, B
and E, respectively. In this demonstration, we
induced aberrations by introducing a second
SLM at plane A2 that displays a low-frequency
random phase pattern (see section V of the
supplementary materials).
To correct aberrations, we used a modal-

based AO algorithm that includes Cþ
0 as a

feedback parameter, whereCþ
0 ¼ Cþ drþ ¼ 0ð Þ.

This algorithm involves introducing predeter-
mined aberrations on the SLM using Zernike

polynomial modes. In our study, we consider
all modes with radial numbers n ≤ 5 and azi-
muthal numbers |m| ≤ n, excluding piston,
tip, and tilt. For each Zernike mode (Zm

n ), we
recorded five sum-coordinate projections with
distinct, known bias amplitudes (anm). In each
measurement, the SLM phase qnm is thus
modulated according to

qnm ¼ qnm�1 þ amnZ
m
n ð3Þ

where qnm–1 represents the optimal phase cor-
rection obtained for the previousmode. Such a
phasemodulation approach is commonly used
in classical modal AO (22). For example, the
values ofCþ

0 obtained from the sum-coordinate
projections for the modes Z�3

3 and Z1
3 are

shown in Fig. 3H. The positions of the max-
ima, denoted as acorr�33 and acorr13 , representing
the optimal corrections for their respective
mode, are determined using a Gaussian fit-
ting model (see section IV of the supplemen-
tary materials). After several optimization
steps, a narrow peak is recovered in the sum-
coordinate projection (Fig. 3F), and a sharp
image appears in the intensity (Fig. 3C). Visual
comparison with the aberration-free images
shows a clear improvement after correction.
Quantitatively, one can use the structural sim-
ilarity index measure (SSIM) as a metric to
quantify image similarity. Using the aberration-
free image as a reference (Fig. 3A), we found
that SSIM = 77.89% for the uncorrected image
(Fig. 3C) and SSIM = 98.41% for the corrected
image (Fig. 3B). Note that here, although the
object is illuminated by a source of entangled
photon pairs, the quantum properties of which
are crucial for measuring C+ and thus cor-
recting aberrations, the imaging process it-
self is purely “classical” because the output
image is obtained through a simple intensity
measurement.
QAO offers several advantages compared

with classical AO. First, as demonstrated in
Fig. 3, it does not require a guide star. All

Fig. 2. Experimental setup. Spatially entangled photon pairs centered at 810 nm are produced with type I
SPDC using a 405-nm collimated continuous-wave laser and a 0.5-mm-thick BBO nonlinear crystal (NLC).
Blue photons are then filtered out by a low-pass filter (LP) at 650 nm. The sample is illuminated by the
photon pairs while being positioned in the Fourier plane of the crystal (f1 = 100 mm). It is subsequently
imaged (with a magnification of 1) onto the EMCCD camera using two 4f imaging systems, f2-f3 and f4-f5.
The SLM used to correct aberrations is positioned in a Fourier plane of the sample between f4 and f5.
For clarity, it is depicted in transmission, but in practice, it operates in reflection. Optical aberrations can
be introduced at either the optical planes A1 (near the sample plane) or A2 (near the Fourier plane). Note
that plane A1 is deliberately placed at a small distance from the object plane to introduce sufficient
aberrations. To detect only near-degenerate photon pairs, a band-pass filter (BP) at 810 ± nm is positioned
in front of the camera.
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photon pairs forming the image have informa-
tion about the system aberrations at every
point because these are encoded in their spa-
tial correlations. Additionally, QAO perfor-

mance does not depend on the sample properties
or the imaging modality. The spatial correla-
tion structure is a property of the illumina-
tion itself and is only affected by the system

aberrations. This implies that QAO will con-
verge irrespective of the observed sample type,
ranging from nearly transparent samples (e.g.,
cells) to denser ones (e.g., layered minerals),

Fig. 3. Results of QAO correction. (A to C) Intensity images of a biological sample
(bee head) acquired in transmission without aberrations (A), with aberrations
before correction (B), and after correction (C). Using the aberration-free intensity
image as a reference, we found structural similarity values of SSIM = 77.89%
and SSIM = 98.41% for the uncorrected and corrected images, respectively.
(D to F) Correlation images C+ (dr+ = r1 + r2) measured without aberrations (D), with
aberrations before correction (E), and with aberrations after correction (F).

(G) Optimal phase pattern obtained after correction and displayed on the SLM.
(H) Values of the sum-coordinate projection peaks Cþ0 in function of the coefficient
amn for two Zernike modes, Z�3

3 and Z13 (crosses). acorr�33 ¼ �0:2253 and
acorr13 ¼ 0:6881 are the two optimal correction values for each mode returned
by the fit (solid lines). Each intensity and sum-coordinate projection was
obtained from 105 frames approximately equivalent to a 2-min acquisition. White
scale bar, 400 mm.
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and regardless of their complexity or smooth-
ness of structure. In fig. S9 of the supplementary
materials, we provide additional experimental
results obtained using various sample types
that demonstrate this. QAO thus surpasses all
image-based AO techniques for which the
chosenmetrics and optimization performances
depend on the properties of the sample. We
show in the next section that in certain imag-
ing situations, image-based approaches can

lead to systematic error in aberration correc-
tion, whereas QAO converges to the correct
solution.
We consider a situation where the sample

has a 3D structure, which is very common in
microscopy. In such a case, it is known that it
is not possible to correct for defocus aberra-
tions properly. Indeed, when using an image
quality metric, it may optimize for the wrong
focal plane within the sample. Because the

sample structure has no effect in QAO, de-
focus correction is possible. In our demonstra-
tion, we chose an object consisting of three
copper wires, each with an approximate thick-
ness of 0.15 mm and spaced ~5 mm apart
along the optical axis. We then induced defocus
aberration with strength aaber02 ¼ �2 by placing
a second SLM in plane A2. Sum-coordinate
projection and intensity images are acquired for
a wide range of defocus corrections (a02 ∈ [–5,5])

Fig. 4. Comparison between QAO
and classical image-based AO.
(A) Values of three image quality
metrics, PIB, image contrast,
and low frequencies, and Cþ0 in
function of the defocus correction
coefficient a02. Data are shown by
the crosses, and the fits used to
find optimal values (acorr02 ) are
shown by solid lines. In this experi-
ment, the object is 3D (three thin
copper wires). (B to G) Intensity
images (grayscale), central regions
of C+ (inset), and intensity profile
for a single column (line plot) for
various defocus corrections on SLM
without correction (acorr02 ¼ 0 and
SSIM = 76.39%) (B); optimal cor-
rection found using the PIB metric
(acorr02 ¼ �3:1427 and SSIM =
50.56%) (C); optimal correction
found using an image contrast
metric (acorr02 ¼ �3:1427 and SSIM =
52.29%) (D); optimal correction
found using the low spatial frequen-
cies metric (acorr02 ¼ �0:2677
and SSIM = 72.61%) (E); optimal
correction found using QAO
(acorr02 ¼ 1:6622 and SSIM = 96.83%)
(F); and no aberration (G).
Vertical red lines show selected
column for profile plots. Each
intensity image and sum-coordinate
projection was obtained from
105 frames approximately
equivalent to a 2-min acquisition.
White scale bar, 400 mm.
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programmed on the correction SLM. At each
step, values of three standard AO image
quality metrics are calculated from the intensity
image: power in bucket (PIB) (23), image
contrast (24), and low-frequency content
(25). Cþ

0 is also retrieved from the sum-
coordinate projection. Figure 4A shows the
four corresponding optimization curves. First,
we observed that the various classical AO

metrics return different optimization coeffi-
cients, highlighting their dependency on the
object’s structure. Then, by examining the
intensity images captured while programming
each optimal correction phase pattern (Fig. 4,
B to E), it becomes evident that none of these
metrics properly corrected the aberrations.
Indeed, the aberration-free image in Fig. 4G
clearly shows that only the bottom wire is in

the focal plane, which is not the case in any
of the intensity images shown in Fig. 4, B to
E. Conversely, QAO converges to the correct
solution, as seen in the intensity image shown
in Fig. 4F (SSIM = 96.83%). The optimum
value found with QAO is acorr02 ¼ 1:622, which
differs slightly from the value of 2 (opposite
of aaber02 ¼ �2) that we would expect to find.
This is because QAO corrects not only for the

Fig. 5. Application to quantum imaging. (A) Intensity image formed by one
photon of a pair used as the reference photon. (B) Intensity image formed by the
other photon used to illuminate the sample, here a bee’s leg. (C) One-centimeter-
thick piece of PDMS inserted in plane A1 in the setup in Fig. 2 to induce aberrations.
(D) Optimal phase pattern obtained after correction and displayed on the SLM.
(E to G) Anticorrelation images R(r) ≈ G(2)(r, –r) obtained without induced aberration
(SNR = 29) (E), with aberration (SNR ≈ 3) (F), and after aberration correction

(SNR = 15) (G). Insets show the sum-coordinate projection in each case. Each sum-
coordinate projection to achieve QAO was obtained from 2.2 × 104 frames and
~3 min of acquisition, and each anticorrelation image was obtained from 107 frames
and ~24 hours of acquisition. Note that the EMCCD camera used here is different
from that used in Figs. 2 and 3 and has a frame rate of just 130 frames/s. The total
intensity (i.e., total number of photons) measured on the camera was the same
in the presence of aberrations before and after correction. White scale bar, 400 mm.
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intentionally introduced defocus aberrations
in the A2 plane but also for those inherent
in the imaging system. This is also shown by
the fact that the correlation peak in Fig. 4F
(inset) is slightly narrower than the one in Fig.
4G (inset). This demonstration uses a very
simple 3D sample: three spaced wires. How-
ever, QAO can in principle be used with more
complex 3D samples as long as they remain
within the regime of weak aberrations, i.e.,
no strong scattering and absorption. Such sam-
ples are typically studied with optical tomog-
raphy methods, where QAO can therefore be
used after adapting the mathematical for-
malism to account for the thickness of these
objects (15).
Finally, to showcase its potential for quan-

tum imaging, QAO was applied to a “quan-
tum” variant of the bright-field imaging setup
depicted in Fig. 2. In such a scheme, only one
photon of a pair interacts with the object, and
its twin serves as a reference. For that, the
sample is placed on only one half of the object
plane (x > 0), as observed in the intensity im-
ages shown in Fig. 5, A and B. To interpret this
specific arrangement in Eq. 1, we theoret-
ically define the object such that t(x < 0) =
1 and t(x > 0) describes the object. Then, the
final image (R) is obtained by measuring pho-
ton correlations between all symmetric pixel
pairs of the two halves, i.e., R(r) ≈ G(2)(r,–r)
(see section II of the supplementary mate-
rials). This image is called an anticorrelation
image and is shown in Fig. 5E. As demon-
strated in previous studies (5, 8, 12), such a
quantum scheme offers some advantages over
its classical counterpart, including an enhanced
transverse spatial resolution and increased re-
silience against noise and stray light. In the
presence of aberrations, however, we show
that this imaging technique becomes highly
impractical and thereby loses all its purported
advantages. For example, Fig. 5F shows an
anticorrelation image acquired after inserting
a 1-cm-thick layer of polydimethylsiloxane
(PDMS) (Fig. 5C) on both photon paths in
plane A1 to induce optical aberrations. Not
only is the resulting image blurred, leading
to a complete loss of the expected resolution
advantage, its signal-to-noise ratio (SNR) is
greatly reduced, rendering the sample almost
indiscernible (SNR ≈ 3). After applying QAO,
we retrieve an anticorrelation image shown in
Fig. 5G that has a spatial resolution closer to
that without aberrations and is of much better
quality (SNR = 15). The inset of Fig. 5G shows
the corresponding sum-coordinate projection,
exhibiting a much narrower and more in-
tense peak, and Fig. 5D shows the optimal
SLM phase pattern. In addition, when com-
paring carefully the sum-coordinate projec-
tions without aberrations (Fig. 5E, inset) and
after correction (Fig. 5G, inset), we observe
that QAO also corrected for a small PSF asym-

metry present in the initial system. Compen-
sating for this asymmetry results in a more
uniform output image (Fig. 5G) than that ob-
tained in the aberration-free case (Fig. 5E). By
using QAO, we then show a substantial im-
provement of the output image quality in
terms of resolution, SNR, and uniformity,
effectively restoring the operational capa-
bility of this quantum imaging technique.

Discussion

We have introduced a QAOmethod that elim-
inates the need for a guide star. By opti-
mizing the spatial correlations of entangled
photon pairs, we can directly optimize the sys-
tem PSF and compensate for optical aberra-
tions. QAO circumvents certain limitations
linked to conventional image-based AO and is
particularly well suited for classical and quan-
tum full-field, label-free, and linear micros-
copy systems.
In our study, we demonstrate QAO in the

regime of weak optical aberrations. We used
artificial layers to simulate aberrations com-
monly encountered in real-world microscopy
systems, including system-induced (e.g., as-
tigmatism, defocus, comatic aberrations due
to objectives, and misalignment) and weak
specimen-induced aberrations (e.g., trans-
lucent tissues surrounding the sample, im-
mersion liquid, and sample support). At this
stage, QAO is not demonstrated in the scat-
tering regime, although preliminary results
obtained with more complex aberrations
show promise (figs. S14 to S16). Within this
regime of weak aberrations, there are no
fundamental barriers preventing the use of
QAO in other, more advanced label-free im-
aging systems. For instance, QAO could: (i)
improve current image-based approaches used
in optical coherence tomography (34); (ii) be
combined with 3D imaging techniques, some
of which already used entangled photon pair
sources (15); (iii) be used in phase imaging
and high-numerical aperture imaging schemes
(figs. S19 and S20); and (iv) be adapted to re-
flection geometries by using multiple SLMs
(simulation in fig. S17). As with classical AO,
the effectiveness of the correction found with
QAO will always depend on the imaging mo-
dality and the nature of aberrations present.
For instance, spatially variant aberrations
will restrict the field of view in the corrected
image, although this limitation might be
circumvented by using alternative AO de-
signs such as conjugate and multiconjugate
AO (35, 36). Finally, it is important to note
that QAO is not yet adaptable in fluorescence
microscopy, but this could change in the fu-
ture with the emergence of biomarkers that
emit photon pairs (37).
In practice, the main limitation of QAO is

its long operating time. Using an EMCCD cam-
era, acquisition times of ~1min are required to

measure one sum-coordinate projection. This
means that correcting for multiple orders of
aberration can take up to several hours. How-
ever, this technical limitation can be overcome
by using alternative camera technologies, some
of which are already available commercially.
For example, single-photon avalanche diode
(SPAD) cameras have been used to capture
sum-coordinate projections at speeds up to
100 times faster than EMCCD cameras using
similar photon pair sources (38, 39). Another
promising technology is the intensified Tpx3cam
camera, which has recently been used for sim-
ilar correlation measurements (40–42). As
technology improves, we expect acquisition
times soon to be on the order of seconds,
which would result in correction times on the
order of minutes. In addition, here, we chose
Zernike polynomials as the basis set for aber-
ration representation even though theymay not
be optimal (43). In particular, if the aberrations
are more complex, then wavefront-shaping
approaches using Hadamard or random bases
should be considered (44–48).
In our demonstration, QAO uses entangle-

ment between photons. Indeed, replacing our
source by classically anticorrelated photons
would yield a formally different output mea-
surement, i.e., Cþ

cl ¼ hj2��
�

�
�hj2 (see section XIV

of the supplementary materials). Such a met-
ric could still be used for AO but is genuinely
less sensitive compared with entangled pho-
tons (fig. S18) and thus is not suitable for phase
imaging. In addition, producing such near-
perfect classical anticorrelations is challeng-
ing in practice. One potential approach could
use thermal light that is naturally position
correlated and adapting the output measure-
ment by using the minus-coordinate pro-
jection of G(2). This measurement will have
lower contrast and sensitivity than entan-
gled photons and will face issues with cam-
era cross-talk but could benefit from a higher
brightness. Finally, it should also be noted
that prior studies (49–53) have explored the
use of entangled photon pairs to correct spe-
cific types of optical aberrations without
using AO.
In summary, we have demonstrated that

QAO works for bright-field imaging (classical
and quantum) and that it can also extend to
more complex label-free modalities, such as
phase imaging and reflection configurations.
Another crucial point is that QAO can be used
in all of the quantum versions of these systems
(10, 11, 14, 16–18). This could prove very useful
because, as shown in the bright-field case in
Fig. 5 and in a quantum-enhanced phase
scheme shown in fig. S20, such quantum
schemes are extremely sensitive to optical
aberrations to the point of preventing them
from working. QAO thus has the potential to
optimize the operation of any imaging system
based on photon pairs and could therefore
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play a major role in the development of fu-
ture quantum optical microscopes.
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