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Brain–computer interfaces are enabling a range of new possibilities and routes for augmenting human 
capability. Here, we propose brain–computer interfaces as a route towards forms of computation, i.e., 
computational imaging, that blend the brain with external silicon processing. We demonstrate ghost 
imaging of a hidden scene using the human visual system that is combined with an adaptive computational 
imaging scheme. This is achieved through a projection pattern “carving” technique that relies on real-
time feedback from the brain to modify patterns at the light projector, thus enabling more efficient 
and higher-resolution imaging. This brain–computer connectivity demonstrates a form of augmented 
human computation that could, in the future, extend the sensing range of human vision and provide new 
approaches to the study of the neurophysics of human perception. As an example, we illustrate a simple 
experiment whereby image reconstruction quality is affected by simultaneous conscious processing and 
readout of the perceived light intensities.

Introduction
Neurotechnologies and specifically brain–computer interfaces 
(BCIs) provide a route to augmenting human cognitive abilities, 
with applications ranging from decision-making to memory 
enhancement [1–10]. Visual control of BCIs is a specific example 
of interface that typically relies on the so-called steady-state 
visual evoked potential (SSVEP) and that can be read out either 
with implanted electrodes or, more readily, using an electro-
encephalogram (EEG) [11–14]. In this case, it is the visual 
system that acts as a sensor of the surrounding environment 
and/or controller of the computer. SSVEP requires a periodically 
repeating illumination pattern or light modulation, typically 
in the 3- to 4-Hz up to the 30- to 40-Hz region, to stimulate a 
steady-state (periodic) response in the brain. A well-known 
feature of SSVEP is also the strong nonlinearity in the form of 
multiple harmonics in the output power spectrum [15–17].

A question that we address here builds upon BCIs based on 
visually evoked responses in the brain and relates to whether the 
brain can be integrated into forms of computational imaging.

Computational imaging is the use of computer-based 
approaches to complement or enhance machine vision or imaging. 
A notable example relevant to this work is ghost imaging (GI).

In its simplest version, GI relies on illuminating an object 
with a series of light patterns and then detecting only the cor-
responding reflected or transmitted gray-scale intensity values 
that will vary due to the different spatial overlap of each pattern 
with the object. By weighting each pattern with the correspond-
ing measured intensity value and summing over all patterns, 
one can reconstruct an image of the object. Substantial research 
has been devoted also to the problem of optimizing the shape 
or required number of illumination patterns, including also 
compressive sensing techniques [18–32].

A key point of this and other computational techniques is that 
they rely on some form of machine-based detection, i.e., cameras 
or single-pixel sensors and these are then combined with com-
putational algorithmic approaches to retrieve scene images.

In this work, we propose a route towards brain–computer 
forms of computational imaging. We demonstrate a GI protocol 
that relies on relaying light intensity information reflected from 
a surface and that is read out as an SSVEP from the brain. This 
information is then processed by a computer-based algorithm 
and an artificial neural network that reconstructs an image 
from the SSVEP power spectrum. This imaging process is made 
more efficient by an adaptive computational loop whereby the 
SSVEP signal also indicates how to select the appropriate illu-
mination patterns that are sent on to the scene being imaged. 
We then show preliminary results whereby the reconstructed 
imaging quality is used to quantify the difference between non-
conscious processing of the light intensity (through the EEG 
signal) and explicit conscious processing (by asking the partici-
pant to either verbally communicate or type on a keyboard the 
perceived light intensity).

Materials and Methods
Computational GI relies on a light source that can project a 
series of typically binary (black and white) patterns, Pn. These 
light patterns are then reflected (or transmitted) from the object 
or scene we wish to image and collected with a bucket detector 
(i.e., sensitive only to total energy), an. Then, summation of all 
the bucket value-weighted patterns will produce an image, 
O = ∑anPn. A very common choice of patterns is the Hadamard 
set, H, that can be recursively defined.

Over the years, researchers have optimized GI by using 
different light sources, detectors or computational algorithms. 
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Recent attempts have also used the human visual system as a 
detector where the visual persistence time of the retina is used 
to directly perform the summation operation described above, 
i.e., a series of preweighted patterns are precalculated and are 
then visualized at sufficiently high rates that they are effectively 
perceived by the eye as an accumulated sum [33–35]. Conversely, 
here we implement a form of computational GI in which the 
human visual cortex processes visual data and also provides 
feedback that allows to adapt the projected patterns in real time 
so as to minimize measurement time.

A schematic overview of the experiments is shown in 
Fig. 1. We project a series of binary Hadamard patterns using 
a standard digital light projector onto an object. The light trans-
mitted past the object is then observed in reflection from a 
secondary white surface (white wall). Each binary pattern is 
periodically switched on/off for several periods with a frame 
rate that is chosen in the 3- to 30-Hz region. We detect the 
SSVEP generated by the visual cortex activity from a single 
electrode placed at Oz, the medial visual cortex region (see the 

Supplementary Materials). This SSVEP is then analyzed in the 
spectral domain and the corresponding fundamental (i.e., at 
the same frequency of the light modulation) and higher har-
monic (due to neuron nonlinearity) amplitudes are extracted. 
These are then used to reconstruct an image of the object, which 
as shown in the schematic overview, is hidden behind a wall.

In all our measurements, the object has actually illumi-
nated only one column or stripe at a time; i.e., we project 
the Hadamard matrix column vectors as single-line elements 
that illuminate the object at a horizontal pixel location, starting, 
e.g., from the left of the object. Once all of the patterns from 
Hadamard patterns have been projected at this fixed horizontal 
location, we then shift one pixel to the right and repeat the 
projection and carving sequence. This procedure is iteratively 
repeated until the object has been fully scanned.

The first step for any form of imaging requires calibration 
of the detection system and identification of linear regions or 
at least regions in which the system response is monotonic with 
increasing input intensity. In this case, the “system” is the visual 
system and SSVEP readout, which is known to exhibit signifi-
cant nonlinearity. We characterized the (non)linearity of the 
SSVEP readout with a standard liquid crystal display (LCD) screen 
that displayed a flickering uniform intensity with a frequency 
between 3 and 30 Hz and that was varied across the full 8-bit 
range of the screen, i.e., in values from 0 to 255, corresponding 
to completely black (no light) and very bright (corresponding 
to 125 lm). The EEG signal is then Fourier transformed [36,37]. 
Clear harmonic peaks are observed as expected [13], and we 
then consider the maximum values of the individual harmonics 
(up to the fourth) as well as the total sum of these values (the total 
SSVEP energy). The SSVEP energy heatmap for each individual 
harmonic shows a complicated and typically nonmonotonic 
dependence for varying screen intensity and flicker frequency 
(see the Supplementary Materials).

Figure 2A shows the total SSVEP energy. Here, we can iden-
tify 2 ideal flicker frequency regions at 6 and 15 Hz, shown in 
Fig. 2B. The region around 15 Hz shows a clear monotonic 
increase of SSVEP energy with increasing illumination and a 
similar behavior occurs also at 6 Hz, albeit only for a more 
limited screen intensity range (between 0 and ∼125 bits, i.e., 
between 0 and ∼75 lm). The same calibration measurements 

Projector

Object

Re�ected light

Human

Laptop
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Fig. 1. The setup used for adaptive ghost imaging. A light projector illuminates an 
object cut out from a cardboard support. Transmitted light is diffused by a ground 
glass that is in contact with the cardboard support and illuminates a white, observation 
wall. This part of the setup is obscured from the observer by a wall. The distance of 
both the object and the observer from this secondary wall is ∼0.5 to 1 m. The EEG 
signal from the observer is recorded and processed on a computer.
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Fig. 2. (A) Heatmap of the measured total SSVEP energy (sum of all harmonic peaks). (B) Total SSVEP energy at 6 and 15 Hz.
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performed across 3 different people resulted in a similar behavior 
(see the Supplementary Materials). We therefore perform most 
of our experiments at either 15 Hz (using the full 0 to 125 lm 
intensity range) or 6 Hz (using a limited intensity range).

Results and Discussion
Using the setup shown in Fig. 1, objects are illuminated with 
Hadamard patterns that are each periodically flickered (see the 
Supplementary Materials for full details).

Figure 3A and B shows results for the standard GI approach 
for a 4 × 4 pixel object with a 6-Hz flicker frequency and for 
4 s and 2 s illumination time for each of the first 16 Hadamard 
patterns. The columns show the ghost image reconstruction 
obtained using each individual harmonic SSVEP energy and 
then for the total energy (sum over all harmonics). Only the 
total SSVEP energy allows the reconstruction of a clear image, 
in keeping with the calibration tests. More complicated images 
require more pixels. For example, Fig. 3C and D shows the 
attempts to image the letter “T” on an 8 × 8 pixel grid. At 4 s 
illumination time (Fig. 3D), we obtain only a very noisy image. 
Increasing the illumination time to 8 s for each pattern (Fig. 3C) 

provides a marginally better image where the letter “T” is start-
ing to emerge, hinting that significantly increasing illumination 
times could lead to better images. However, this strategy would 
lead to impractical experiment times that could then lead to 
other problems, including fatigue for the viewer.

Adaptive GI with the human brain
An adaptive feedback loop is employed to adjust the projected 
Hadamard patterns dynamically during the measurement pro-
cess and thus improve both the imaging speed and the image 
quality.

The underlying principle of this is a “Hadamard matrix 
carving” method that is based on the observation that when 
projecting Hadamard (or any given choice of) patterns onto an 
object, not all patterns will have significant overlap with the 
object and this can be used to dynamically adapt the choice of 
successive projections.

In brief, patterns are taken from the Hadamard matrix H. 
This matrix has columns composed of vector Hadamard 
patterns, each of length equal to the total number of pixels 
in the image, N, and therefore, H has rank N. These patterns 
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Fig. 3. Standard ghost imaging results. (A) Inverted “L” shape (4 s/pattern illumination time; total acquisition [illumination] time of 84 s). (B) Inverted “L” shape (2 s/pattern 
illumination time; total acquisition time of 42 s). (C) Letter “T” (8 s illumination time; total acquisition time of 512 s). (D) Letter “T” (4 s illumination time; total acquisition time 
of 256 s). The columns, from left to right, show the ghost images that are reconstructed from the SSVEP fundamental (First H), second harmonic (Second H), third harmonic 
(Third H), fourth harmonic (Fourth H), and total energy (sum over all 4 harmonics). The last column shows the ground truth object shape. Each image is normalized to the 
“Sum of harmonics” total intensity (rescaling factors are shown above each image).
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(i.e., columns taken from H) are projected one at a time. 
Whenever a bucket value is measured that is below a certain 
threshold, this indicates that this specific pattern has a minimal 
or zero overlap with the object. We therefore apply a “row carving” 
operator, R, that “carves” the Hadamard matrix by removing 
all rows corresponding to the nonzero row elements of the 
pattern. The resulting matrix will have a reduced rank, N/2. We 
then apply a “column carving” operator, C, that removes col-
umns that do not contribute to increasing the matrix rank. In 
this way, we obtain a new square, carved matrix Hc = RHC that 
also has rank N/2. This process is then repeated on H′, with 
additional carving being applied each time a pattern is found 
with no overlap with the object, each time reducing by a factor 
2× the rank and therefore the number of required illumination 
patterns. The final result will be a reduced Hc that contains N/2m 
patterns instead of N with a corresponding reduction in meas-
urement time. The precise value of m and, therefore, of the 
reduction of the measurement time depends on the specific 
details of the object that is being imaged. In general terms, sparse 
binary objects can lead to very significant gains in terms of 
patterns that are dropped with a significant decrease of measure-
ment time, as shown below.

Full details with a worked example of the Hadamard carving 
approach are provided in the Supplementary Materials.

Image reconstruction
Various approaches can be implemented to reconstruct the final 
image. As seen above, the standard GI where the image is 
reconstructed as O =  ∑anHn will give rather noisy images.

We can use the carving approach described above and then 
reconstruct an image from O =

(

Hc ⋅H
T

c

)

−1
⋅Hc ⋅ B, where B 

indicates the vector formed by all the measured SSVEP values 
(see the Supplementary Materials for details). We can addi-
tionally use the patterns that were eliminated as masks that 
indicate where we should expect the image to have zero inten-
sity. This “carved ghost imaging” (CGI) approach leads to 
significant improvement by removing noise from pixels outside 
the object.

Finally, we implemented an end-to-end deep neural network 
(DNN-GI) that consists of both an image reconstruction and 
denoising step. The DNN is therefore composed of a linear layer 
that is trained to reconstruct an image taking as an input only 
the detected bucket (i.e., SSVEP) values followed by a series 
of nonlinear layers for denoising [38] (see details in the 
Supplementary Materials).

Adaptive GI results
Objects are illuminated with 16 × 16 pixel Hadamard patterns 
with 2-s illumination times and a flicker frequency of 6 Hz. 
Hadamard carving is applied as described above followed by 
image reconstruction based on standard GI, CGI, and DNN-GI. 
Figure 4 shows the results obtained with the 3 methods for 
3 different examples, i.e., a geometric shape and 2 simplified 
face objects (more results are shown in the Supplementary 
Materials). Image reconstruction quality is quantified by the 
structural similarity index measure (SSIM), indicated above 
each figure. CGI, using carved patterns, performs better than 
traditional GI due to the carved patterns that effectively set 
parts of the background area to zero.

The best results are obtained with the DNN-GI due to the 
additional noise reduction that is included as part of the 
network structure (see the Supplementary Materials). More 

importantly, whereas the straightforward GI completely fails 
at reconstructing an image, the DNN reconstruction applied 
after carving leads to high-quality images with an average ∼70% 
reduction of the total number patterns required. For reference, 
the standard GI approach (first column in Fig. 3) required a 
rather prohibitive observation time for the full 256 pattern set 
of around 256 × 2 × (16/4)2/60 = 137 min for the digit “0” in 
row (A), whereas the CGI and DNN-GI approaches required 
a total of only 87 × 2/60 = 3 min.

Conclusions
We have shown that it is possible to perform simple computa-
tional tasks that rely on brain–computer connectivity. The cho-
sen specific computational task can be identified as a form of 
GI, including an adaptive feedback approach that allows to 
“carve” out low-signal illumination patterns and thus signifi-
cantly reduce both illumination time and final image noise. The 
same approach could, of course, also be implemented using a 
standard detector. However, the emphasis here is on the possi-
bility for the use of SSVEP recordings to establish an adaptive 
computational imaging scheme where the brain is used as the 
sensor for image reconstruction. This lays the foundations for 
future work where the brain–computer system can be used for 
alternative forms of computation, possibly extending also to 
other forms of computational imaging or also to other input 
channels to the brain such as the auditory system. As a further 
example of potential applications, we note that the GI protocol 
shown here is a form of nonexplicit (or nonconscious) infor-
mation processing that could be compared to an explicit pro-
cessing of the information whereby the participant is asked to 
directly evaluate the light intensities observed on the screen. 
Figure 5 shows the results of an experiment where we compare 
the imaging quality quantified using a standard metric as the 
SSIM when processing “nonconsciously” acquired data, i.e., 
data from the EEG, with explicit, “consciously” acquired data, 
i.e., by asking the participant to either speak out or type the 
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Fig. 4. Adaptive feedback ghost imaging results. The 4 columns indicate results (from 
left to right) using the standard GI approach, carved GI (CGI), DNN GI reconstruction, and 
the ground truth object. Row (A) for the number “0” with 87 patterns (total acquisition 
time of 174 s); row (B) for a smiley face with 74 patterns (total acquisition time of 
148 s); and row (C) for a sad face with 76 patterns (total acquisition time of 152 s).
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perceived light intensities in a range 0 to 15. Two separate 
“standard” GI experiments are performed in each case: (a) EEG 
only (4-s illumination intervals with EEG readout, separated 
by 2-s rest periods); (b) EEG + simultaneous explicit readout 
(4-s illumination intervals with EEG readout separated by 2-s 
rest periods during which the explicit readout is performed). 
More details are given in the Supplementary Materials. We 
systematically observed that the EEG and explicit readout give 
similar (SSIM) image reconstruction qualities. However, the 
EEG-reconstructed image deteriorates significantly in the 
second set of experiments, i.e., when simultaneously reading 
out the perceived intensity values. This work therefore shows 
that at least to some extent, the brain can be used as part of a 
computational imaging system. A first impression might be 
that the visual system is simply acting as a different kind of 
camera. However, the tension between conscious and non-
conscious processing of the visual signals and the resulting 
degradation of the computationally retrieved images indicates 
that there is more to be investigated in this process. The deg-
radation of the image retrieved from the EEG readout when an 
explicit (spoken or typed) readout is also acquired in the same 
experiment is an unexpected result. We do not believe that this 
is due to spurious effects related to the physical act of vocalizing 
or typing the readout for the simple reason that the explicit 
readout is performed during the 2-s rest time after the 4-s inter-
val illumination time during which the EEG signal is acquired. 
We speculate that the EEG (nonexplicit) image degradation is 
instead related to changes in the neurological processing, i.e., 

the conscious information processing (for example, through 
an increased neural attention to the perceived light intensities 
in anticipation of needing to provide an explicit readout) inter-
feres with the nonexplicit readout. This will require further 
investigation and offers the intriguing prospect that the com-
putational imaging approach shown here and probably others, 
too, could form the basis of an additional tool for investigating 
information processing in the human brain.
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Fig. 5. Nonconscious versus conscious ghost imaging: (A) shows 5 repetitions of “standard” (full Hadamard pattern projection) ghost imaging of the digit “7” using only the 
EEG as a readout. The mean SSIM across the 5 repetitions is 0.72. (B) shows the case for concomitant EEG readout and conscious readout in the form of perceived intensity 
values evaluated by the participant in the range 0 to 15 and then typed into a keyboard (without shifting eye contact from the screen). The “conscious” processed information 
provides similar image quality to the EEG alone (mean SSIM = 0.70). However, the EEG reconstruction is now systematically worse and has a mean SSIM = 0.56, indicating 
an apparent interference between conscious processing of the data and the EEG readout from the visual cortex.
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Supplementary Materials
Fig. S1. The layout of the EEG recording system.
Fig. S2. EEG system with LCD screen stimulus.
Fig. S3. The waveform and PSD of a typical SSVEP signal under 
12-Hz stimulus. (A) is the waveform; (B) is the power spectral 
density.
Fig. S4. Measured SSVEP harmonic heatmaps for varying light 
modulation frequency and illumination for the (A) fundamental, 
(B) second harmonic, (C) third harmonic and, (D) fourth 
harmonic.
Fig. S5. Measured total SSVEP energy at 6 and 15 Hz from 
3 subjects.
Fig. S6. Tile macro-pixel modulation for the digital light 
projector.
Fig. S7. Total SSVEP energy (measured in arbitrary units) 
that is used as a calibration curve for adaptive feedback ghost 
imaging.
Fig. S8. Flowchart with a worked out example of Hadamard 
carving applied to the case N = 8.
Fig. S9. Adaptive feedback ghost imaging results.
Fig. S10. Conscious/nonconscious (explicit/nonexplicit) setup 
with LCD screen stimulus.
Fig. S11. Nonconscious versus conscious (explicit) ghost imaging: 
(A) and (B) show the same experiment, repeated by 2 different 
subjects.
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