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Hong–Ou–Mandel (HOM) interference, bunching of two indistinguishable
photons on a balanced beam-splitter, has emerged as a promising tool for
quantum sensing. There is a need for wide spectral-bandwidth photon pairs
(for high-resolution sensing) with high brightness (for fast sensing). Here, the
generation of photon-pairs with flexible spectral-bandwidth even using
single-frequency, continuous-wave diode laser enabling high-precision,
real-time sensing is showed. Using 1-mm-long periodically-poled KTP crystal,
degenerate, photon-pairs with spectral-bandwidth of 163.42±1.68 nm are
produced resulting in a HOM-dip width of 4.01±0.04 𝛍m to measure a
displacement of 60 nm, and sufficiently high brightness to enable the
measurement of vibrations with amplitude of 205± 0.75 nm and frequency of
8 Hz. Fisher-information (FI) and maximum likelihood estimation enables
optical delay measurements as small as 4.97 nm with precision (Cramér–Rao
bound) and accuracy of 0.89 and 0.54 nm, respectively, therefore showing
HOM sensing capability for real-time, precision-augmented, in-field quantum
sensing applications.

1. Introduction

Quantum sensing and metrology is a rapidly growing field due
to its outstanding features in measuring physical parameters
with great precision and accuracy, outperforming the pre-existing
technologies based on the principles of classical physics.[1] In re-
cent years, quantum sensing has enabled the measurement of
several key physical quantities, including themeasurement of the
electrical field,[2] magnetic field,[3] vacuum,[4] temperature,[5] and
pressure[6] with unprecedented precision and accuracy. Among
various quantum sensors, as presented in ref. [7], Hong–Ou–
Mandel (HOM) interferometry, since its discovery,[8] has found a

S. Singh, V. Kumar, V. Sharma, G. K. Samanta
Photonic Sciences Lab.
Physical Research Laboratory
Ahmedabad, Gujarat 380009, India
E-mail: sandeep@prl.res.in
S. Singh
Indian Institute of Technology-Gandhinagar
Ahmedabad,Gujarat 382424, India
D. Faccio
School of Physics andAstronomy
University ofGlasgow
GlasgowG128QQ,UK

The ORCID identification number(s) for the author(s) of this article
can be found under https://doi.org/10.1002/qute.202300177

DOI: 10.1002/qute.202300177

large number of applications within
quantum optics for a variety of advan-
tages, including easy development and
implementation, sensitivity only to pho-
ton group delay, and not phase shifts.[9]

HOM interference, purely a non-classical
phenomenon, is observed for two photons
that are identical in all degrees of freedom,
including spin, frequency, and spatial
mode, when simultaneously entering on
a lossless, 50:50 beam splitter through
different input ports bunch together into
one of the output ports. The coincidence
probability between the two output ports
shows a characteristic low or zero coinci-
dence, known as the HOM interference
dip, directly related to the level of indis-
tinguishability or the degree of purity of
the photons.[10] As a result, the change
in coincidence counts can be treated as a
pointer to estimate the time delay between
photon properties, forming the basis of
the HOM interferometer-based quantum

sensors to sense any physical process influencing the photon
delay. As such, efforts have been made to use the HOM-based
quantum sensors to characterize the single photon sources,[11]

precise measurement of time delays between two paths,[8,12,13]

characterization of ultrafast processes,[14] measurement of fre-
quency shifts,[15,16] and the spatial shift.[17] On the other hand,
the use of Fisher information (FI), a measure of the mutual
information between the interfering photons, has enabled the
maximum precision to access a lower limit decided by the
Cramér–Rao bound.[18,19] In fact, the use of peak FI of the HOM
interferometer, the point of maximum sensitivity, has enabled
five orders of magnitude enhancement in the resolution of time
delay measurements.[12,13,20] A typical FI-basedmeasurement ap-
proach involves tuning the HOM interferometer for the peak FI
point and performing iterativemeasurements to estimate any op-
tical delay between the two photons. However, the number of it-
erations/measurements and hence the total time needed to reach
the targeted precision decreases with the increase of FI value.
On the other hand, the FI value can be increased by optimiz-
ing the parameters affecting the visibility and the width of the
HOM interference dip. Despite the experimental demonstration
of nanometer path length (few-attosecond timing) precision[12,21]

and a recent theoretical study on the tailoring of the spectral
properties[22,23] of photon pairs to achieve precision beyond the
value reported in the laboratory condition, the width of the
HOM interference dip governed by the bandwidth of the pair
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photons remained the limiting factor for optimal measurement
precision[12,13,24,25] in HOM interferometer based dynamic (real-
time) or fast sensing applications. As such, ultra-broadband pho-
ton sources have long been hailed as a vital prerequisite for ultra-
preciseHOM interferometry.While the dynamic sensing process
requires the single-photon source to have high brightness. On
the other hand, a new strategy has been reported very recently
where the frequency entangled photons have been used to pro-
duce the HOM beating effect.[21] As the frequency of the beat-
ing is proportional to the frequency detuning of the entangled
photons,[21,26] the HOM beating, in conjunction with FI analy-
sis, enabled the measurement of low-frequency (0.5–1 Hz) vibra-
tion with a precision of ≈2.3 nm using low (18 000) number of
photons pairs.[21] Despite the commendable precision measure-
ment, such a strategy needs photons at two different wavelengths
(one of them in infrared) and corresponding photon detection
systems.
Nonlinear spontaneous parametric downconversion

(SPDC)[27,28] process-based sources, where the annihilation
of a high energy pump photon produces two daughter photons
simultaneously, have evolved as a workhorse for quantum optics
experiments, including HOM-based sensors. However, the
development of high brightness single-photon source requires
a nonlinear crystal with high figure-of-merit (FOM),[29] long
crystal length, and high intensity of the pump beam. As such,
periodically poled nonlinear crystals can be used due to their
high intrinsic FOM. However, the increase in the crystal length
reduces the spectral bandwidth of the single-photon source.
On the other hand, the increase of input pump intensity and
spectral bandwidth of the generated photons using ultrafast
laser[30] has its own limitations in terms of expensive and bulky
system architecture for any practical on-field uses. Therefore, it
is imperative to explore a continuous-wave (CW) pump-based
bright single-photon source with high brightness and spectral
bandwidth for ultra-precise HOM interferometry.
Recently, we reported a CW pumped high brightness, degen-

erate single-photon source at 810 nm using periodically-poled
potassium titanyl phosphate (PPKTP) crystal in non-collinear,
type-0, phase-matched geometry.[31,32] Using the same phase-
matching geometry, here, we report on the experimental demon-
stration showing the dependence of spectral bandwidth of degen-
erate SPDC photons and subsequent change in the HOM inter-
ference dip width on the length of the PPKTP crystal. Pumping
the PPKTP crystal of length 1 mm, using a single-frequency, CW
diode laser at 405.4 nm, we observed the spectral width of the
SPDC photons to be as high as 163.42 ± 1.68 nm producing
a HOM interference dip having a full-width-at-half-maximum
(FWHM) as small as 4.01± 0.04 μm.Using such a smallHOM in-
terference dip width, we have dynamically measured the thresh-
old vibration amplitude corresponding to the optical delay (twice
the vibration amplitude of the piezo mirror) introduced between
the photons as small as 205±0.75 nm at a frequency as high as
8 Hz. On the other hand, the reduction of crystal length from
30 to 1 mm shows a 17 times enhancement in the magnitude
of the peak FI value and achieves a targeted precision (say ≈5
nm or ≈16.7 attosecond optical delay) for a number of itera-
tions/measurements (or the total experiment time) as low as 3300
(19min). The experimental value of the FI throughout the report,
if otherwise not defined, represents the FI of a single measure-

ment/iteration. Completion of each measurement/iteration re-
quires 100 ms.

2. Theoretical Background

The spectral brightness of SPDC photons generated from a non-
linear crystal of length, L can be expressed as follows

ISPDC ≈ sinc2(ΔkL∕2) (1)

where Δk is the momentum mismatch among the interacting
photons (pump and downconverted pair-photons) given as fol-
lows

Δk = kp − ks − ki −
2𝜋m
Λ

(2)

Here, kp,s,i =
2𝜋np,s,i
𝜆p,s,i

is the wavevector and np,s,i is the refractive in-

dex of the nonlinear crystal for the pump, 𝜆p, signal, 𝜆s, and idler,
𝜆i, wavelengths. Λ is the grating period of the periodically-poled
nonlinear crystal to satisfy the quasi-phase-matching (QPM) con-
dition. The odd integer number, m, is the QPM order. For maxi-
mum efficiency, we consider m = 1. The momentum mismatch
between degenerate photons around the central angular fre-
quency, 𝜔p∕2, can be represented as[33,34]

Δk = Δk|𝜔=𝜔p∕2 +M|𝜔=𝜔p∕2Δ𝜔 + 1
2
K|𝜔=𝜔p∕2Δ𝜔

2 +⋯ . (3)

Assuming the QPM is achieved at degenerate SPDC photons
with angular frequencies of pump, signal, and idler as 𝜔p, 𝜔s,
and 𝜔i, respectively, for the grating period, Λ, the first term of
the right-hand of Equation (3) can be made zero. In this situa-
tion, owing to the energy conservation, 𝜔p = 𝜔s + 𝜔i, the spectral
bandwidth of the downconverted photons for the fixed pump fre-
quency defined as Δ𝜔 = Δ𝜔s = −Δ𝜔i =𝜔 − 𝜔p∕2, is decided by
the second term, M = [𝜕ks∕𝜕𝜔 − 𝜕ki∕𝜕𝜔]𝜔=𝜔p∕2

, known as group-
velocity mismatch. However, for degenerate (𝜔s = 𝜔i = 𝜔p∕2),
type-0 SPDC process, the group-velocitymismatch term vanishes
or has negligible value. Under this condition, the spectral ac-
ceptance bandwidth of the SPDC photons is essentially deter-
mined by themuch smaller third termof Equation (3), commonly
known as group-velocity dispersion with a mathematical form
K = 𝜕2k∕𝜕𝜔2|𝜔=𝜔p∕2

. Under this condition, the spectral bandwidth
of the SPDC photons can be written as

Δ𝜔 ∝ 1√
KL

(4)

Thus, one can utilize the length of the nonlinear crystal as the
control parameter in the SPDC process to generate paired pho-
tons of broad spectral bandwidth near the degeneracy. On the
other hand, it is well known that the optical delay range or the
width, 𝜎, of the HOM interference is proportional to the coher-
ence length of the photon wave packets[9,35] or the ensemble de-
phasing time of SPDC photons [36] bunching on the beam split-
ter. Although one can find the width, 𝜎, of the HOM interference
dip from the Fourier transform of the spectral density function
of the paired photons,[37,38] we used the coherence length, Lc, of
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Figure 1. Schematic of the experimental setup. C1-4: fiber coupler, SMF1-
3: single-mode fiber, HWP1-2: half-wave plate, PBS1-2: polarizing beam
splitter cube, L1-2: lenses, NC: PPKTP crystal of grating period= 3.425 μm,
NF: notch filter, PM: prism mirror, M1-4: dielectric mirrors, QWP: quarter
wave plate, BS: 50:50 beam splitter cube, F1,2: high-pass filter, SPCM1-2:
single photon counting module, TDC: time-to-digital converter.

the photon wave packets and Equation (4) to find the dependence
of HOM interference dip width on the crystal length as

𝜎 ≈ Lc ∝ 2𝜋c
√
KL (5)

where c is the speed of light in vacuum. It is evident from Equa-
tion (5) that the width, 𝜎, of the HOM interference dip can be
controlled by simply varying the crystal length even in the pres-
ence of the single-frequency, CW diode laser as the pump.

3. Experimental Setup

The schematic of the experimental configuration is shown in
Figure 1. A single-frequency, CW diode laser providing 20 mW
of output power at 405.4 nm is used as the pump laser in the
experiment. The spatial mode filtering unit comprised of a pair
of fiber couplers (C1 and C2) and a single-mode fiber (SMF1) is
used to transform the laser output into a Gaussian (TEM00 mode)
beam profile. The laser power in the experiment is controlled
using a combination of 𝜆/2 plate (HWP1) and a polarizing beam
splitter cube (PBS1). The second 𝜆/2 plate (HWP2) is used to
adjust the direction of linear polarization of the pump laser
with respect to the orientation of the crystal poling direction to
ensure optimum phase matching conditions. The pump laser
is focused at the center of the nonlinear crystal (NC) using the
plano-convex lens, L1, of focal length, f 1 = 75 mm to a beam
waist radius of wo = 29 μm. Periodically poled KTiOPO4 (PPKTP)
crystals of 1 × 2 mm2 aperture but of five different interaction
lengths, L = 1, 2, 10, 20, and 30 mm, are used as the nonlinear
crystal (NC) in the experiment. The crystals have a single grating
period of Λ = 3.425 μm corresponding to the degenerate, type-0
(e → e + e) phase-matched parametric downconversion (PDC) of
405 nm at 810 nm. To ensure quasi-phase-matching, the PPKTP
crystals are housed in an oven whose temperature can be varied
from room temperature to 200 ◦C with temperature stability of
±0.1 ◦C.
The down-converted photon pairs, after separation from the

pump photons using a notch filter (NF), are collimated using the

plano-convex lens, L2 of focal length, f 2 = 100 mm. Due to the
non-collinear phase-matching, the correlated pair (commonly
identified as “signal” and “idler”) of downconverted photons have
annular ring spatial distribution with signal and idler photons
on diametrically opposite points. Using a prismmirror (PM), the
signal and idler photons are separated and guided in two differ-
ent paths and finally made to interact on the two separate input
ports of a balanced beam splitter (BS). Since we need to vary tem-
poral delay between the photons at the BS, and the translation of
the optical component disturbs the alignment, we have devised
the alignment preserving delay path consisting of a mirror, M1,
𝜆∕2 plate (HWP3), PBS2, 𝜆∕4 plate (QWP), mirror, M2 on the
delay stage, and finally, the beam splitter, BS. The 𝜆∕2 plate
rotates the photon’s polarization state from vertical to horizontal
to ensure complete transmission through PBS2. The 𝜆∕4 having
the fast axis at+45° to its polarization axis transforms the photon
polarization (horizontal) into circular (left circular). However,
the handedness of the photon polarization gets reversed (right
circular) on reflection from the mirror, M2, at normal incidence.
On the return pass through the 𝜆∕4 plate, the right circular
polarized photons convert into vertical polarized photons and
are subsequently reflected from the PBS2 to one of the input
ports of the BS. Due to the normal incident of the photons on
the moving mirror, M2, the varying delay of the photons does
not require tweaking of the experiment. The combination of the
piezo-electric actuator (PEA) (NF15AP25), placed on a motorized
linear translation stage (MTS25-Z8), is used to provide both fine
and coarse optical delay. The range (resolution) of the PEA and
motorized linear stage, as specified by the product catalog, is 25
μm (0.75 nm) and 25 mm (29 nm), respectively. Throughout the
report, the optical delay of the photon is twice the displacement
of the mirror, M2, if otherwise mentioned. On the other hand,
the photons of the other arm are guided using mirrors, M3 and
M4, to the second input port of BS such that the optical path
length of both arms is the same. The photons from the output
ports of the BS, after being extracted by long pass filters (F1,
F2), are coupled into the single mode fibers, SMF2 and SMF3,
through the fiber couplers, C3 and C4, respectively. The collected
photons are detected using the single-photon counting modules,
SPCM1-2 (AQRH-14-FC, Excelitas), and counted using the time-
to-digital converter (TDC). All optical components used in the
experiment are selected for optimum performance at both the
pump and SPDC wavelengths. All the data is recorded at a typ-
ical pump power of 0.25 mW with a coincidence window of 1.6
ns.

4. Characterization of HOM Interference

First, we verified the dependence of HOM characteristics on the
length of the nonlinear crystal. Keeping the input pump power to
the crystal and the temporal coincidence window of the TDC con-
stant at 0.25 mW and 1.6 ns, respectively, we have recorded the
variation of coincidence counts as a function of the relative optical
delay between the photons. As evident from Figure 2a, the varia-
tion of coincidence counts with the relative optical path delay has
the characteristic HOM interference dip profile, approximated by
an inverted Gaussian function (owing to the temporal Gaussian
profile of signal and idler). However, it is interesting to note that
the HOM visibilities, calculated using the formula given in ref.
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Figure 2. a) Variation of HOM interference dip profiles with the length of
the non-linear crystals. b) Dependence of spectral bandwidth (black dots)
and the FWHMwidth of HOM interference profile (red dots) of SPDC pho-
tons on the length of the non-linear crystal. The solid black line is the the-
oretical fit to the experimental data.

[12], remain constant in the range of 86–94% despite appreciable
variation in the span of the HOM interference dip profile.
To gain further insights, we measured the FWHM width of

theHOM interference dip and estimated the corresponding spec-
tral bandwidth of the photon pairs using Equations (4) and (5).
The results are shown in Figure 2b. It is evident from Figure 2b
that the HOM interference dip has FWHM width (red dots) of
4.01 ± 0.04, 6.16 ± 0.05, 13.33 ± 0.40, 17.32 ± 0.08, and 21.19 ±
0.13 μm corresponding to the estimated FWHM spectral band-
width (black dots) of SPDC photons of 163 ± 1.68, 106 ± 0.93,
49 ± 1.44, 38 ± 0.20, and 30 ± 0.18 nm for the crystal lengths
of 1, 2, 5, 10, 20, and 30 mm are in close agreement with the
Equation (5) (solid black lines). Using the available pump power,
we experimentally measured the spectral bandwidth of the SPDC
photons using the spectrometer (HR-4000, Ocean Optics) to be
≈30 nm, same as our previous report[31] and ≈37 nm for 30 and
20 mm long crystals, respectively. The relatively low parametric
gain has restricted the experimental measurement of the SPDC
spectrum for smaller crystal lengths. However, it is important
to note that the experimentally measured spectral bandwidth is
matching with the estimated spectral bandwidth, as shown in
Figure 2b. Interestingly, the decrease of crystal length from 30

Figure 3. a) Crystal length dependent variation in the slope of coincidence
counts of HOM interferometer. Solid lines are linear fit to the experimental
results (dots). b) Variation of coincidence counts and slope of HOM in-
terferometer as a function of crystal length for a fixed pump and collection
beam waist radii and pump power.

to 1 mm results in a decrease (increase) of HOM interference
dip width (spectral width of SPDC photons) by more than five
times. As a result, one can see the sharp variation (see black and
red dots of Figure 2a) in the coincidence counts for the small
changes in the optical delay away from the zero-point optical de-
lay for HOM interference with smaller dip width. Such amplifi-
cation in the rate of change of coincidence counts with optical
delay, that is, the increase of sensitivity of the HOM interferome-
ter with the decrease in crystal length can be useful for designing
HOM interferometer-based sensor to measure any physical pro-
cess influencing the optical delay between the photons.
To gain further perspective, we have selected half of the HOM

curve of Figure 2a, showing coincidence counts variation from
minimum to maximum with positive optical delay for crystal
lengths, L = 1, 2, 10, 20, and 30 mm. The results are shown in
Figure 3a. Since the maximum coincidence counts per second at
a fixed pump power of the HOM curve directly depend on the
pair generation rate and hence the interaction length of the non-
linear crystal used, for comparative study of the slopes of HOM
curves for different crystal lengths, we have normalized the co-
incidence counts with their maxima. It is visually evident from
Figure 3a that the slope of the HOM curve is gradually increasing
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with the decrease of crystal length from L = 30 to 1 mm. How-
ever, for quantitative estimation, we have used a linear fit (solid
lines) to the experimental data (points), as shown in Figure 3a,
and measured the variation of the HOM dip gradient with crystal
length. The results are shown in Figure 3b. It is evident that the
gradient of the HOM curve decreases (red dot and line) with the
crystal length from a maximum of 0.215 μm−1 for L = 1 mm to
0.051 μm−1 for L = 30 mm. Since the slope of the HOM curve re-
flects the measurement sensitivity, we can conclude that for the
measurement of any physical parameter influencing the relative
optical delay between the photonswith high sensitivity, one needs
a HOM interferometer with a shorter nonlinear crystal length.
However, it is well known from the literature[28,39] that the gain

of the parametric process is a function of crystal length. There-
fore, a decrease in crystal length to access the higher sensitivity
of the HOM-interferometer-based sensor results in a decrease in
the generation rate of paired photons. To get a better perspec-
tive on the generation rate of paired photons useful for quan-
tum sensing, we have measured the coincidence counts with the
change in crystal length while keeping the pump focusing waist
radius (wp = 29 μm) and waist radius (wi/s = 39 μm) of the col-
lected signal/idler constant. As shown in Figure 3b, the coinci-
dence counts (black dot and line) for the fixed pumppower of 0.25
mW increase from 89.5 to 245.3 kHz for crystal lengths ranging
from L = 1 to 30 mm with a maximum of 329 kHz for crystal
length of L = 10 mm. This is due to the fact that the pump focus-
ing and collection beamwaist are optimized for the crystal length,
L = 10 mm. While one can access more counts for each crystal
length by utilizing the optimum focusing conditions, it is evident
from the current study that despite the use of thin crystal lengths
(required for the high sensitivity of the quantum sensor), the co-
incidence counts are sufficiently large for practical applications.
In terms of the coincidence counts, the slopes of the HOM curve
for 1 and 30 mm crystals are found to be 450 and 260 μm−1, re-
spectively, at a pump power of 0.25 mW and exposure time at 20
ms. Although in the present study, we have collected the photons
with a single-mode fiber, thus eliminating the photons generated
in higher-order modes, it is observed in the literature[40] that the
use of thin crystals can lead to the generation of broadband spatial
modes. Therefore, the use of broadband spatial modes generated
in the current experiment can lead to additional experiments in
the future. On the other hand, here, we have used a CW diode
laser to implement the system in outdoor applications. However,
using an ultrafast pump laser in combination with the thin crys-
tal for lab-based experiments, one can further enhance the sen-
sitivity of the HOM interferometer due to the increase of overall
spectral bandwidth (decrease of HOM interference dip width) of
the downconverted photons and pair photon generation rate for
small crystal length. Similarly, with the use of periodically-poled
crystals with chirped grating, one can use long crystal lengths to
generate broadband pair photons with a high generation rate.[41]

4.1. Displacement Sensing Using HOM Interferometer

Knowing the dependence of the sensitivity on the crystal length,
we have studied the performance of the HOM interferome-
ter to measure the static displacement of the mirror, introduc-
ing an optical delay between the photons. Using the 1 mm

Figure 4. a) Variation in the coincidence counts (CC) with nanometer dis-
placement of the optical delay mirror, M2. b) Temporal stability of coinci-
dence counts at different positions of the delay-mirror, M2.

long PPKTP crystal resulting in HOM interference dip width of
4.01 ± 0.04 μm, we have moved the mirror using the motorized
stage to a displacement of ≈1.25 μm away from the zero-optical
delay position. This translation resulted in a positive optical delay
of ≈2.5 μm corresponding to the region having maximum sensi-
tivity of the HOM region of the sensor. We moved the mirror in
a step of 60 nm (resulting in an optical delay of 200 attoseconds)
and measured the coincidence counts. The results are shown in
Figure 4. It is evident fromFigure 4a, the displacement of themir-
ror by 60 nm results in the change of the coincidence counts of
more than 50 per 20 ms of integration time. Such a large change
in the coincidence count, much higher than the dark count and
accidental counts, confirms the possibility of measurement of
static displacement as low as 60 nm. Such a change in the coin-
cidence count is easily detectable, confirming the displacement
measurement as small as 60 nm. Further, to confirm the reliabil-
ity of the measurement, we measured the temporal variation of
the coincidence counts over 10 min for eachmirror position. It is
evident from Figure 4b that the temporal variation (with standard
deviation≈7.4%) of the coincidence counts due to various param-
eters, including the laser intensity fluctuation, air current, and lo-
cal temperature instability in the laboratory, ismuch smaller than
the change in the coincidence counts due to the static displace-
ment of the mirror. The possibility of smaller static displacement
can be possible by suitably reducing the fluctuation of the coin-
cidence counts in the experiment.

4.2. Calibration of Piezo Actuator

After successful characterization and static displacement mea-
surement, we used a piezo-electric actuator (PEA) (NF15AP25),
having a travel range of 25 μm for the applied voltage 0–75 V to
study the performance of the HOM interferometer for dynamic
optical delay or mirror vibration sensing applications. However,
due to the unavailability of closed-loop feedback for the PEA, we
had to calibrate the PEA to estimate the displacement with the
applied voltage. In doing so, we have attached the mirror M2
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 25119044, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/qute.202300177 by <

Shibboleth>
-m

em
ber@

gla.ac.uk, W
iley O

nline L
ibrary on [24/09/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense

http://www.advancedsciencenews.com
http://www.advquantumtech.com


www.advancedsciencenews.com www.advquantumtech.com

Figure 5. Linear displacement of the PEA stage as a function of applied
voltage.

(see Figure 1) to PEA placed over themotorized linear translation
stage (MTS25-Z8). Using a crystal of length 20 mm correspond-
ing to the HOM curve represented by the green dots in Figure 2,
we have adjusted the initial position of the linear stage corre-
sponding to a positive delay of ≈10 μm so that the coincidence
count is 50% of maximum value. We moved the linear stage by
≈0.5 μm corresponding to the optical delay of ≈1 μm toward the
zero-delay point, resulting in a change in the coincidence counts.
Such change in the coincidence counts is reset by increasing the
applied voltage to the PEA. Under this condition, the applied volt-
age to the PEA makes a displacement corresponding to the dis-
placement of the linear stage in the opposite direction. We have
repeated this exercise in steps of ≈0.5 μm up to the allowed PEA
voltage of 75 V with the results shown in Figure 5. It is evident
from Figure 5 that the displacement (blue dots) of the PEA is lin-
ear to the applied voltage producing amaximum displacement of
35 μm, more than the manufacturer’s specification (25 μm) for
the maximum allowed voltage of 75 V. Using the linear fit (red
line) to the experimental data (black dots) we find the displace-
ment of the PEA to be 0.48 ± 0.02 μm per volt. As expected, the
calibration of PEA using the HOM interferometer based on a 1
mm long crystal (black dots) coincides with the results obtained
using the 20 mm long crystal (blue dots).

4.3. Dynamic Vibration Sensing Using HOM Interferometer

Having the calibration data for the piezo for static displacement,
we have studied the performance of the HOM interferometer for
a dynamic signal. In doing so, we have used the 1 mm long PP-
KTP crystal corresponding to the HOM interference dip width
(FWHM) of 4.01 μm and adjusted the initial positive delay by a
value of ≈3 μm. Driving the PEA with a periodic voltage signal
in a triangular wavefront of controllable frequency and ampli-
tude, we have recorded the temporal variation of the coincidence
counts of the HOM with the results shown in Figure 6. As ev-
ident from Figure 6a, the vibrations of the PEA with a periodic
triangular signal of period 1 Hz and the peak-to-peak voltage of

Figure 6. Vibration measurement using HOM interferometer sensor. a)
Variation of coincidence counts for periodic triangular voltage signal of
peak-to-peak amplitude 1 V at 1 Hz applied to the PZT stage. b) Variation
of PEA displacement, and c) driving frequency measured from the coinci-
dence counts with respect to the set values. d) Fast Fourier transformation
of the time-varying coincidence counts measuring the driving frequency of
the applied voltage signal.

1 V corresponding to a peak-to-peak optical delay of ≈1.0 μm,
as estimated from the calibration data of Section 4.2), produces
a peak-to-peak variation in the coincidence counts of ∼400 over
the mean value of 960 at a period of 1 Hz, the same as the driving
frequency. Further, we changed the peak-to-peak vibration ampli-
tude of PEA from the calibration data of Figure 4.2 andmeasured
the peak-to-peak optical delay from the coincidence counts with
the results shown in Figure 6b. We have repeated this exercise
twice and termed the results as set-1 (red data points) and set-2
(blue data points). As evident from Figure 6b, the peak-to-peak
optical delay (which is twice the displacement of the PEA) mea-
sured using the change in the coincidence counts ofHOMexactly
follows the set delay at a slope of 0.835 ± 0.004. Ideally, the slope
should have a value of 1 to maintain one-to-one correspondence
of the set and measured values. The discrepancy between the ex-
perimental slope with respect to the ideal value can be attributed
to the error in the coupling of the applied voltage to the PEA and
piezo hysteresis,[42,43] which can be minimized by the unidirec-
tional motion of the PEA and allowing sufficient relaxation time
to achieve the intended position decided by the input voltage (see
the PEA calibration, as shown in Figure 5, having the slope near
1). Since the slope of Figure 6b is a very important parameter
for dynamic sensing applications, we have taken care of the de-
viation of the slope value from the ideal value in all experimental
measurements throughout themanuscript. While increasing the
PEA vibration amplitude through the applied voltage signal, we
realized that the threshold (to replicate the shape of the input
waveform exactly) peak-to-peak vibration amplitude, which can
be measured dynamically using this technique, is found to be
205 ± 0.75. Subsequently, the average maximum attainable reso-
lution between two consecutive vibration amplitudes is found to
be ≈80 nm. However, one can access smaller peak-to-peak vibra-
tion amplitude (<50 nm) (without replicating the shape of the
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input wavefront) from the peak-to-peak variation of the coinci-
dence counts.
As the HOM interferometer deals with single photons, it is

essential to integrate the detected coincidence events for a sub-
stantial time to get a tangible number of coincidence counts
while making any measurement. Again, the required integration
time is highly influenced by the brightness of the single-photon
source. In the current experiment, we used high brightness sin-
gle photon source based on PPKTP crystal.[31,32] As a result, we
can keep the integration time as low as a few tens of millisec-
onds. Here, we have also tested the HOM interferometer to mea-
sure the vibration frequency of the PEA. Keeping the experimen-
tal parameters the same as previous, we have changed the fre-
quency of the triangular voltage signal to the PEA at the constant
peak-to-peak voltage of 1 V corresponding to the optical delay of
≈1.00 μm.While we adjusted the set frequency from the function
generator, we recorded the temporal variation of the coincidence
counts for each driving frequency and performed the fast Fourier
transform (FFT) to measure the driving frequency experimen-
tally. As evident from Figure 6c, the measured frequency using
the coincidence data matches the driving frequency. The linear
fit (line) to the experimental data (dots) shows a slope of 1, con-
firming the reliable measurement of the frequency of the driving
field. However, we have restricted our measurement to 8 Hz as
the FFT signal amplitude, despite having the peak at the driving
frequency, as shown in Figure 6d, decreases with the increase of
the driving frequency. Such a decrease can be understood as fol-
lows. In FFT analysis, the accuracy depends on the number of
acquired samples from the experimental data. For example, the
higher resolution in estimating the driving frequency using FFT
analysis requires many data points. Again, increasing the sam-
pling rate can increase the number of samples/data points. How-
ever, in the present case, the sampling rate is restricted to 50 Hz
due to the requirement of a high exposure/integration time of 20
ms limited by the generation rate of the SPDC source and the pro-
cessing speed of the TDC. Althoughwe have 50 data points to per-
form FFT analysis for a driving frequency of 1 Hz, the available
data points vary inverse to the driving frequency as M = 50∕f ,
whereM is the number of samples available for FFT analysis, and
f is the driving frequency. As a result, it becomes difficult to re-
trace the waveform of the input signal at an increased frequency,
which leads to the gradual decrease in the FFT signal amplitude
(increase in signal-to-noise, SNR, value) and the subsequent ap-
pearance of its second harmonic peak. Further, an increase in the
driving frequency requires a decrease in data integration time (to
achieve a higher sampling rate) through the increase of the pho-
ton generation rate of the source and the use of TDCwith low data
acquisition latency. However, in the best-case scenario, one can,
in practice, use anHOM interferometer-based sensor tomeasure
dynamic vibration signals of unknown frequency restricted to a
few tens of hertz only.
After complete characterization of the HOM interferometer-

based quantum sensor in terms of static and dynamic dis-
placement measurement, we verify its performance to measure
any arbitrary vibration signal. We adjusted the initial position
of the optical delay mirror, M2, like the previous studies, to
access the high-sensitivity region of the HOM interference dip
based on a 1 mm-long PPKTP crystal. Considering the initial
position as the zero displacement point, we drove the PEA

Figure 7. a) Temporal variation of PEA displacement and b) correspond-
ing variation in the coincidence counts of the HOM interferometer for the
external vibration.

with an external voltage signal to the PEA in the triangular
waveform of varying amplitude (peak-to-peak voltage range of
0.7 to 2 V) and frequency (1 to 8 Hz). The results are shown in
Figure 7. As evident from Figure 7a, the displacement of the
PEA measured from the calibration curve (see Figure 5) shows a
temporal variation in both amplitude and frequency, confirming
the arbitrary vibration. However, as evident from Figure 7b, the
variation of the coincidence counts recorded for an integration
time of 20 ms exactly follows the applied signal. Such observa-
tion confirms the possibility of measurement of any arbitrary
vibration, for example, low amplitude and frequency seismic
S- and P-waves, using a HOM interferometer-based quantum
sensor.
The current study establishes the potential of the HOM inter-

ferometer as a quantum sensor for real-time detection of time-
varying signals in the frequency ranging from 1 to 8 Hz and any
physical process producing optical delays as low as 0.41 ± 0.06
μmwith a precision of ≈0.19 μm.While the frequency range can
further be increased to tens of hertz by reducing the exposure
time of themeasurement, the precision in the real-timemeasure-
ment of lower optical delay is fundamentally limited by statistical
and systematic error, especially at lower variation in coincidence
counts.[44] As such, one needs to explore the statistical concept
of Fisher information to attain a precision that has a lower limit
governed by the Cramér–Rao bound.[12,13,20]

5. Precision Augmented Sensing

The ultimate limit on the precision in measurement is decided
by the Cramér–Rao bound[18,19] defined as,

Var(x̃) ≥ 1
NF(x)

(6)

where x̃ represents an unbiased estimator to estimate the phys-
ical parameter and var(x̃) is the variance in the measurement.
F(x) represents the Fisher information (FI), a metric describ-
ing the amount of information available from a probability
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distribution of an unknown parameter, for estimating the infor-
mation of the parameter x in a single measurement, andN is the
total number of measurements performed in the experiment. In
the case of HOM interference, the mathematical form of FI is
primarily determined by the temporal mode profile of the signal
and idler photons.[12] As the down-converted photons generated
through the type-0 SPDC process have a Gaussian spectral pro-
file, the FI can be modeled as

F =
4s2𝛼2(𝛾 − 1)2(1 + 𝛾)

(es2 − 𝛼)(𝛼 − 𝛼𝛾 + es2 (1 + 3𝛾))𝜎2
(7)

here, 𝛼, 𝛾 , and 𝜎 represent the HOM interference visibility,
the rate of loss in photon detection, and the FWHM width of
the HOM curve, respectively. s = x

𝜎
is the parameter control-

ling the distinguishability of the photon arriving at the beam
splitter.
As evident from Equation (7), keeping all parameters constant,

one can increase the magnitude of FI, F by employing the HOM
interference of smaller dip width (𝜎). Again, it is evident from
Equation (5) that for a given laser parameter, the dip width of
the HOM interference varies with the square root of the crystal
length. Since the crystal length, a physical parameter controllable
in the experiment, using Equation (5) in Equation (7), we can
derive a general expression for FI in terms of crystal length,
L, as

F =
4x2𝛼2(𝛾 − 1)2(1 + 𝛾)

A4(e
x2

A2L − 𝛼)(𝛼 − 𝛼𝛾 + e
x2

A2L (1 + 3𝛾))L2
(8)

Here, A is a constant determined by the crystal properties. It is
evident from Equation (6) that for a fixed number of measure-
ments/iterations,N, the precision can be enhanced, or for a fixed
precision, the number of measurements/iterations,N, can be re-
duced with the increase of the magnitude of F while saturating
the Cramér–Rao bound. Therefore, Equation (8) sets the foun-
dation for our further study of precision augmented quantum
sensing. To get a better perspective on the dependence of FI on
the crystal length, we have plotted Equation (8) as the function
of optical delay, x, while keeping the experimentally measured
values of 𝛼 and 𝛾 as constant. We have used crystal lengths, L =
1, 2, 10, 20, and 30 mm, as available in our lab. The results are
shown in Figure 8a. As evident from Figure 8a, the FI has the
double-peak profiles for HOM visibility 𝛼 < 1. It has been previ-
ously observed[12] that the HOM visibility, 𝛼, influences the mag-
nitude and the separation between two peaks of FI, respectively.
However, in the current experiment, we observed that for a fixed
value of HOM interference visibility, the shape and peak value
of the FI depends on the value of HOM interference dip width,
𝜎. As evident from Figure 8a, the decrease in the width of the
HOM interference dip due to the decrease of crystal length (see
Equation (5)) not only reduces the separation of the two peaks of
FI but also shows a substantial increase in their respective peak
values. To put things in perspective, using the experimental pa-
rameters in Equation (8), we estimated the peak values of FI for
crystal lengths 1, 2, 10, 20, and 30 mm. The results are shown
in Figure 8b. The solid dots represent the peak value of FI, cal-
culated using experimentally measured values of 𝛼, 𝛾 , and 𝜎 for
each crystal length. On the other hand, the theoretical fit to the

Figure 8. a) Variation of Fisher information as a function of optical delay,
x, between the signal and idler photons for different crystal lengths. b)
Dependence of the peak FI value with the length of the nonlinear crystal.
Solid line is the theoretical fit (Equation 8) to the experimental data.

experimental results is calculated using Equation (8) for fixed val-
ues of 𝛼 and 𝛾 for all crystal lengths. It is evident from Figure 8b
that the peak value of FI (black dots) decreases from 35.06± 1.65)
× 10−4 to (2.07 ± 0.19) × 10−4 μm−2 for the increase of the crystal
length from 1 to 30 mm due to the corresponding increase in the
FWHM width of the HOM interference dip from 4.0 to 21.2 μm
(see Figure 2). Such observation clearly shows the enhancement
in peak value of FI (here 17×) by simply reducing the nonlin-
ear crystal length (here 1/30) even using a single-frequency diode
laser. It is also interesting to note that the current peak value of FI
shows a ≈ 24× enhancement as compared to the FI value under
similar measurement conditions using an ultrafast laser,[12] with
the further possibility of enhancement by using an ultrafast laser
generating SPDC photons in a thin nonlinear crystal. Such an in-
crease in the peak value of FI can be useful in faster saturation
of the Cramér–Rao bound as defined in Equation (6) at the lower
number of measurements/iterations to achieve a predefined pre-
cision in the measurement of optical delay.

Adv. Quantum Technol. 2023, 2300177 © 2023 Wiley-VCH GmbH2300177 (8 of 11)
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Figure 9. Variation of a) cumulative estimates for the PZT positions, x1
and x2, and b) the estimated optical delay between signal and idler photons
as a function of the number of measurements.

5.1. FI Based Measurement

The precise estimation of a physical parameter, such as opti-
cal delay, x, can be obtained through the maximum likelihood
estimator.[12] In the current study, the estimator of the maximum
likelihood function formeasuring the optical delay can be defined
as

x̃ = ±𝜎

√√√√√ln
⎛⎜⎜⎝

(N1 + N2)

N1 − N2(
1+3𝛾
1−𝛾

)

⎞⎟⎟⎠ (9)

Here, N1 and N2 represent singles and coincidence counts,
respectively. The optical delay introduced between the signal
and idler photons can be estimated using Equation (9) with
the proper knowledge of N1 and N2. To perform the FI-based
measurements on the small optical delay between the paired
photons, we first calibrated the 1 mm long PPKTP crystal-based
HOM interferometer to estimate the parameters, 𝛼, 𝛾 , and 𝜎.
We performed 16 scans of the HOM dip to ascertain the precise
values of these defining parameters of the HOM interferometer.
We tried to resolve between two selected points on the HOM
interference curve having the positive optical delays of, say, x1
and x2 with a separation of ≈5.51 nm apart. The optical delay
corresponding to the maximum peak value of FI lies between
points x1 and x2. We set the voltage to the PEA according to the
calibration data shown in Figure 5 to make the back-and-forth
movement between the positions x1 and x2 and recorded the
singles count, N1, and coincidence counts, N2 at both points. Al-
though the exposure time for this iterative measurement was set
to 50ms, the electronic response and delay of the Piezo controller
and TDC restricted the effective data acquisition frequency to ≈6
Hz. Using all the experimental parameters in Equation (9), we
have estimated the values of x1 and x2 with the results shown in
Figure 9. As evident from Figure 9a, the cumulative estimates for
x1 (black line) and x2 (red line) with the increase in the number of
iterations/measurements show a drift due to the drift in the piezo
position over the measurement time. However, the separation
between the estimated values of x1 and x2, as shown by the inset

Figure 10. Variation of optical delay measured using the FI analysis with
the set optical delays for different crystal lengths. Solid line represents the
true values.

image of Figure 9a, remains almost constant. We have estimated
the separation between the set points as a function of the number
of iterations with the results shown in Figure 9b. As evident from
Figure 9b, we observe a large uncertainty in estimating the sep-
aration between the set positions for the initial measurements,
which settles quickly toward the set value with the increase in the
number ofmeasurements/iterations. For the set separation value
of 𝛿x ≈ 5.51±0.75 nm estimated from the difference in the ap-
plied voltage to the PEA, wemeasured the optical delay to be 4.97
± 0.89 nm even for the experimentalmeasurements/iterations as
low as 3300 (as shown in the inset of Figure 9b). The achievable
precision for the complete range of themeasurements can be cal-
culated as

√
Var(𝛿x̃)∕N, where N is the total number of indepen-

dent measurements performed for the cumulative estimation.
Theminute drift in the cumulative estimated data (see Figure 9a),
due to the drift in the piezo position over the large experiment
time (as high as ≈139 min), can easily be mitigated by adjusting
the frequency of back-and-forth movement of ≈6 Hz; a rate
much faster than the rate of drift in the position of PEA. Despite
such drift, it is to be noted that the PEA position remains well in-
side the region (≈200 nm), having maximum FI value, adding to
the reliability of the acquired data. Although we have performed
about 25,000 independent measurements over an experiment
time of ≈139 min, one can easily notice from Figure 9b that the
true value has been achieved through the saturation of Cramér–
Rao bound for the experimental measurements/iterations as
low as 3380 corresponding to the experiment time as low as
≈19 min. This was possible due to the increase of the peak FI
value through manipulating the spectral bandwidth of the SPDC
photons. Further reduction in the experiment time to reach such
high sensitivity can be possible by further enhancing the FI
using the ultrafast pump laser generating SPDC photons in thin
crystals.
We repeated these measurements over a wide range of optical

delays using PPKTP crystals of lengths 1, 2, 10, 20, and 30 mm.
The estimated optical delays calculated from the cumulative
estimates are shown in Figure 10. As evident from Figure 10,
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Figure 11. Variation of peak FI value and the corresponding number of it-
erations/measurements required to achieve a fixed precision as a function
of crystal length.

the experimental values of the cumulative estimates (solid dots)
of the optical delay in the range of ≈3 to ≈80 nm measured
using different crystal lengths exactly follow the set true value
of 𝛿x (black line) derived from the peak-to-peak amplitude of the
voltage signal applied for the back-and-forth motion of the PEA.
It is worth mentioning that we have incorporated the piezo hys-
teresis, as shown in Figure 6b, in all the measurement data. The
close agreement of the experimental values of the cumulative
estimate with the set true values of 𝛿x for all crystal lengths con-
firms the reliability and robustness of the current experimental
scheme.
We further experimentally verify the dependence of the

value of FI and the minimum number of required itera-
tions/measurements while achieving a fixed precision. It is
evident from Equations (6) and (8) that for a given precision, the
increase in the value of peak FI reduces the required number
of iterations/measurements. For experimental verification, we
set, for example, the precision of the optical delay between
the pair photons to be ≈5 nm and observed the minimum
number of measurements/iterations (N) required to achieve this
precision for all available PPKTP crystals. The results are shown
in Figure 11. For better understanding, we have also shown
the variation of the peak value of FI with crystal length. As
evident from Figure 11, to achieve a set precision, the number of
minimum iterations/measurements (red dots) increases from
3380 to 17500 for the increase of crystal length from 1 to 30
mm due to the subsequent decrease of peak FI value (black
dots) from ≈35 × 10−4 to ≈2 × 10−4 μm−2. It is interesting to
note that the inverse of the product of the number of minimum
iterations/measurements (N) and the square root of the peak
value of FI forming the precision[13] is exactly matching with
set precision and independent of the increase of crystal length
from 1 to 30 mm. The black line is the theoretical fit to the
experimental data, as reproduced from Figure 8. From this
experiment, it is evident that a further increase of the peak
value of FI through the increase of spectral bandwidth of the
SPDC photon using an ultrafast pump can lead to the real-
ization of FI-based ultra-sensitive measurements in real-time
applications.

6. Conclusions

In conclusion, we have experimentally demonstrated easy control
in the spectral bandwidth of the pair-photons through proper se-
lection of the length of the non-linear crystal. Using a 1 mm long
PPKTP crystal, we have generated paired photons with spectral
width as high as 163.42±1.68 nm even in the presence of a single-
frequency, CW, diode laser as the pump. The use of photon pairs
with such a high spectral bandwidth in a HOM interferometer
results in a narrow-width HOM interference dip enabling sens-
ing of static displacement as low as 60 nmand threshold vibration
amplitude as low as≈205 nmwith a resolution of≈80 nm at a fre-
quency measurement up to 8 Hz. Further, we experimentally ob-
served the dependence of FI on the spectral bandwidth of the pair
photons and, hence, the length of the nonlinear crystal. We ob-
served a 17 times enhancement in the FI value while reducing the
crystal length from 30 to 1 mm. Such an increase in the peak FI
value (35.06± 1.65) × 10−4 μm−2, which is nearly 24 times higher
than the previous study,[12] saturates the Cramér–Rao bound to
achieve any arbitrary precision (say ≈5 nm) in a lower number
of iterations (≈3300), ≈11 times lower than the previous reports.
Multiplying the number of coincidence counts by the number of
iterations, one can find the total number of photons used in the
experiment to achieve such high precision. In our case, this pro-
vides 2× 106 number of photon pairs to achieve the desired preci-
sion. This is somewhat higher than the 2× 104 photons as used in
the recent experiment.[21] However, our total measurement time
is still lower, thanks to the high photon flux rates, therefore al-
lowing us to achieve overall faster sampling rates and sensitivity
to higher vibration frequencies. The accessibility of high preci-
sion in lower iterations or time establishes the potential of HOM-
based sensors for real-time, precision-augmented, in-field quan-
tum sensing applications. Unlike the use of bulky and expensive
ultrafast pump lasers of broad spectral bandwidth to enhance the
spectral bandwidth of the down-converted photons, the genera-
tion of broadband photons using a single-frequency diode laser
in small crystal length is beneficial for any practical applications.
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