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A B S T R A C T   

Light-in-flight imaging, which images light itself at high frame rates, is an intuitive method for studying light- 
related ultrafast phenomena. Usually, light propagation happens in five dimensions, i.e. (x, y, z, t, n) if the 
refractive index of the medium is unknown. However, state-of-art imaging devices, such as single-photon 
avalanche diode cameras, capture only three-dimensional (x′, y′, t′) data, which are merely the projection of 
the five-dimensional information on the light-sensitive detector array. The recovery of the five-dimensional 
information from its three-dimensional projection is an intrinsically ill-posed problem. By considering the 
continuous nature of light propagation, this work demonstrates that it is possible to retrieve the five-dimensional 
information from the captured data of a single-photon avalanche diode camera. The feasibility of the proposed 
method is verified in different scenarios, including light propagating in a uniform medium, travelling along 
curved optical fibers, and bending in a gradient refractive index medium, with an averaged reconstruction ac-
curacy of about 1 %. The proposed method broadens the applicable scope of light-in-flight imaging and provides 
insights for high-dimensional information retrieval.   

1. Introduction 

Light-in-flight (LiF) imaging can freeze light in motion and provides 
fundamental information for studying light transport phenomena and 
applications such as looking around corners or imaging through scat-
tering media [1–4]. Three-dimensional LiF imaging that records the (x′, 
y′, t′) information of propagating light was first demonstrated by ho-
lography in 1978 [5] and recently by the white light interferometer 
[6–8] with higher temporal resolution. In the past few years, imaging 
devices with single-photon sensitivity and high temporal resolution 
have emerged. Using those imaging devices, such as streak cameras [9], 
photonic mixer devices (PMD) [10], and single-photon avalanche diode 
(SPAD) cameras [11], 3D LiF imaging of light traveling through static 
scenes, propagating in optical fibers [12], and being reflected by mirrors 
[13] was achieved by detecting the scattered photons from the flying 
light. 

Although existing imaging devices can directly obtain the 3D infor-
mation of light, one may neglect that light propagates in four- 
dimensional (x, y, z, t) space-time. If the refractive index is unknown, 
light propagation is related to five-dimensional (x, y, z, t, n) information. 
The 3D (x′, y′, t′) data captured by the imaging devices are merely the 

low-dimensional projection of the 5D information on the light-sensitive 
detector array. The 5D information, which contains the 4D LiF infor-
mation and the medium’s refractive index, is essential for studying light 
propagation. However, retrieving the 5D information from the 3D data 
is an intrinsically ill-posed problem. 

Typically, we need additional constraints on the solution space to 
obtain a solution to an ill-posed problem. For example, under the 
constraint that light freely propagates in air, the extra depth information 
of light can be retrieved from the 3D data. Laurenzis et al. demonstrated 
calculating the propagation angles of straight light paths in air via an 
SPAD camera [14]. Subsequently, Zheng et al. recognized that when 
light travels in air along straight paths, the projection from the 4D (x, y, 
z, t) LiF information to the 3D (x′, y′, t′) SPAD data is a one-to-one 
mapping. Therefore, the 4D LiF information was retrieved via a 
computational layer, and the spatiotemporal distortion induced by the 
relativistic effect was corrected [15]. Subsequently, the 4D LiF imaging 
with corrected intensity [16] and the megapixel 4D LiF imaging [17] 
were demonstrated based on the same principle. 

State-of-art 4D LiF imaging methods are feasible under the condition 
of straight light paths and a known refractive index. However, in many 
scenarios, such as light propagating in a waveguide, the shape of the 
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light path and the refractive index are unknown. Retrieving the 5D in-
formation in these scenarios is an ill-posed problem and has yet to be 
explored. 

We notice that light paths are continuous in most scenarios of light 
propagation, which provides constraints for the ill-posed problem. 
Based on this insight, we propose a LiF imaging method that can retrieve 
the 5D information (i.e., the 4D LiF information and the refractive index 
distribution of the medium) via an SPAD camera. To achieve this, we 
first build a general optical model to map the 5D information to the 3D 
data of the SPAD camera. Subsequently, by utilizing the continuous 
nature of light paths, we formulate an optimization problem to retrieve 
the 5D information from the 3D data. We validate the feasibility of the 
method in scenarios including light propagating in a uniform medium, 
in optical fibers, and in a gradient refractive index (GRIN) medium. 

2. Method 

2.1. General optical model 

Light propagation occurs in real space, and the 5D (x, y, z, t, n) in-
formation is defined in the world coordinate system. However, when 
capturing the light propagation by a SPAD camera, the captured (x′, y′) 
data are presented in the pixel coordinate system. Besides, the time t′ is 
recorded by the time-to-digital converter (TDC) of the SPAD pixel, 
which is the sum of the original propagation time t of the light and the 
scattering time ts during which the scattered photons propagate from the 
spatial location of the light to that of the SPAD camera. Here, we develop 
a general optical model to transform the 5D (x, y, z, t, n) information in 
real space to the (x′, y′, t′) 3D data captured by the SPAD camera. 

We build the general optical model based on two assumptions: 
Assumption 1. We regard the SPAD camera as a pinhole camera and 

treat the SPAD pixels as discrete points. According to the pinhole camera 
model, only the scattered photons from some discrete object points on 
the light path can pass through the aperture and hit the SPAD pixels. 
Hence, there is a one-to-one mapping between the object points in real 
space (x, y, z) and the SPAD pixels presented in the pixel coordinate 
system (x′, y′). 

Assumption 2. Generally speaking, a medium’s refractive index 
distribution is a function relating to (x, y, z). When light enters a me-
dium, the light path bends in the x- and y-direction due to the index 
variation along the corresponding directions. The curved light path can 
be recorded by the SPAD camera, and it is possible to retrieve the 
refractive index profile by processing the captured image [18,19]. 
However, the refractive index variation along the z-axis will bend the 
light path in the z-direction, which cannot be captured by the camera. 
Hence, it is more difficult to retrieve the refractive index profile along 
the z-axis. The model presented here will focus on this challenging sit-
uation, and we assume that the refractive index of the medium changes 
only along the z-axis. 

Since the 3D data recorded by the SPAD camera are discrete, we 
discretize the 5D information in real space by introducing two 
approximations: 

Approximation 1. In mathematics, when closely observing a general 
function, we can represent it using a linear function. We also apply the 
linear approximation to the light path. As the object points are densely 
distributed on the light path, we approximate the light paths between 
any two adjacent object points as straight lines. Therefore, we can use 
these object points to discretely represent the whole light path. 

Approximation 2. The whole medium is regarded as a cube that 
contains all the object points on the light path. We segment the medium 
into multiple layers along the z-axis, with the object points as the de-
marcations. As the refractive index change is relatively small within 
each layer, we approximate that each layer is homogeneous, and the 
refractive index profile is converted into discrete values. 

Based on these two approximations, the 5D information is discretized 
into the 4D (x, y, z, t) LiF information at the object points and the 

refractive indices of all the layers. The pixel number of the SPAD camera 
determines the maximum number of the object points and the layers. 

Fig. 1 depicts the schematic diagram of the general optical model for 
mapping the discrete 5D information to the 3D data. There are m object 
points on the light path, denoted as Oi (i = 1, 2, …, m). The straight-line 
length between Oi and Oi+1 is denoted as li. The medium is divided into 
(m-1) layers, and nj (j = 1, 2, …, m-1) represents the refractive index of 
each layer. We define the moment when light reaches O1 as the time 
zero. 

The scattering paths indicate how the scattered photons travel from 
the object points to the corresponding pixels. Please note that the scat-
tering paths are curved due to refraction, but their segments within each 
layer are approximately straight. For a scattering path originating from 
Oi, si, j represents the length of its segment within layer j, while di denotes 
the length of its segment outside the medium. 

As SPAD cameras typically work under dry conditions, we consider 
the ambient medium to be air with a refractive index of 1. However, the 
ambient medium can theoretically be any transparent substance, such as 
glass or water. 

According to the general optical model, we can transform the 
discrete 5D information into the 3D data in two steps: 

Step1. Calculation of the (x′, y′) data from the discrete (x, y, z, n) 
information. Starting from each object point, we trace the scattering 
paths according to Snell’s law. The scattering paths traverse all medium 
layers and the optical center of the SPAD camera, finally reaching the 
corresponding pixel. Consequently, we acquire the (x′, y′) data. 

Step2. Calculation of the measured time t′i at each object points. We 
can divide t′i into two parts: 

t′i = ti + tsi, i = 2, 3, ...,m, (1)  

where ti denotes the light propagation time from O1 to Oi, and tsi is the 
scattering time of the photons from Oi to the camera. Although ti is a 

Fig. 1. The general optical model for converting the 5D information to the 3D 
data. The object points on the light path are denoted as Oi (i = 1, 2, …, m). The 
light path segments between two adjacent object points are approximated as 
straight lines, and the straight-line length between Oi and Oi+1 is represented by 
li. Using the object points as demarcations, the cubic medium is divided into (m- 
1) layers along the z-axis, and nj (j = 1, 2, …, m-1) represents the refractive 
index of each layer. It should be noted that the scattering paths are curved, but 
their segments within each layer are approximately straight. For a scattering 
path originating from Oi, si, j denotes the length of its segment within layer j, 
while di represents the length of its segments outside the medium. We assume 
the ambient medium is air. 
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known value, we can also represent ti by ti-1: 

ti = ti− 1 +
nLli− 1

c
. (2) 

The second term of Eq. (2) computes the propagation time from Oi-1 
to O i, and li-1 is the distance between these two points. nL denotes the 
refractive index along the light path. When the light propagates in a 
waveguide, nL is the refractive index of the waveguide. If the light 
travels freely within the medium, nL equals ni-1. Besides, tsi can be 
calculated: 

tsi =

∑

j=1:i− 1
njsi,j + di

c
, (3)  

where si, j and di are determined during the process of tracing the scat-
tering paths from the object points to the SPAD pixels. 

Eq. (2) illustrates the correlation between the propagation times at 
adjacent object points. The propagation time t1 at the first object point 
O1 is zero, and we can sequentially calculate the propagation times at O2 
- Om according to Eq. (2). Therefore, the 5D (x, y, z, t, n) information is 
equivalent to the 4D (x, y, z, n) information, allowing us to use only the 
4D (x, y, z, n) information to obtain the 3D data in the camera space. 

Based on the general optical model, we can develop specific forward 
models for transforming the 4D information into the 3D data in various 
scenarios of light propagation. Here, we demonstrate the forward 
models in three typical scenarios: light propagates freely in a homoge-
neous medium, light travels in an optical waveguide, and light bends in 
a GRIN medium. We also investigate the inverse problems in these three 
scenarios. 

Scenario 1: Light propagates freely in a homogeneous medium. 
The refractive index of the homogeneous medium is demoted by n, and 
the refractive indices of all the layers are the same. The refraction of the 
scattered photons only exists in the medium-air interface. We can 
convert the 3D (x, y, z) position of the object points into the 2D (x′, y′) 
pixel position by tracing the scattering path. The forward model to 
calculate t′ is: 

t′i = ti− 1 +
nli− 1

c
+

nsi + di

c
, i = 2, 3, ...,m. (4) 

Due to the homogeneity of the medium, the scattering path within 
the medium is a straight line, and the sum of si, j in Eq. (3) is denoted by a 
single variable si in Eq. (4), representing the total length of the scattering 
path from Si to the medium-air interface. We consider the inverse 
problem, which aims to determine the 4D (x, y, z, n) information in real 
space from the 3D (x′, y′, t′) data. We assume that the position of O1 is 
known and try to determine the position of O2 and n based on the for-
ward model. d2 can be determined by (x′2, y′2) and the depth of O1, and 
there are three unknown variables in Eq. (4): n, s2, and l1. We can 
calculate s2 and l1 by the position of O2. However, even if we consider 
that O2 is on the scattering path corresponding to the pixel at (x′2, y′2), 
we still need its depth to determine its position. Consequently, the in-
verse problem is ill-posed as only one equation is available, while the 
depth of O2 and n are unknown. 

Scenario 2: Light travels in an optical waveguide. We assume the 
waveguide is situated in air. Since there is no refraction along the 
scattering paths, we can convert the (x, y, z) information to the (x′, y′) 
data by the internal matrix of the SPAD camera. Furthermore, in Eq. (3), 
nj equals the refractive index of air, and the summation of si, j can be 
represented as si. In this scenario, t′ can be calculated by: 

t′i = ti− 1 +
nwli− 1

c
+

si + di

c
, i = 2, 3, ...,m, (5)  

where nw is the refractive index of the waveguide. Similar to that in 
scenario 1, the inverse problem here to calculate the position of O2 by 
(x′2, y′2, t′2) is ill-posed as both the depth of O2 and nw are unknown. 

Scenario 3: Light bends in a GRIN medium. We can calculate the 

(x′, y′) data from the (x, y, z) information by tracing the scattering paths, 
during which we must consider multiple refractions as the refractive 
index of each layer is different. The forward model to calculate t′ is: 

t′i = ti− 1 +
ni− 1li− 1

c
+

∑
j=1:i− 1njsi,j + di

c
,

i = 2, 3, ...,m,

(6)  

where si, j and di are determined while tracing the scattering path. The 
inverse problem associated with Eq. (6) is also ill-posed since both li-1, si, 

j, and nj (j = 1, …, i-1) are unknown when calculating the position of an 
object point Oi. 

2.2. Retrieval algorithm 

As demonstrated in Section 2.1, retrieving the 5D information from 
the 3D data is an ill-posed problem. Additionally, the temporal noise 
from the SPAD camera further hinders accurate reconstruction. Never-
theless, compressed sensing demonstrates that, by exploiting the spar-
sity of a signal, the ill-posed problem of reconstructing a signal from a 
limited number of samples can be solved [20]. Therefore, we can solve 
the ill-posed problem of retrieving the 5D information by using proper 
prior information about light paths. 

We focus on the geometric characteristics of light paths. In general, 
light paths are continuous until all photons are absorbed. When light 
propagates in a homogeneous medium, in a waveguide, or in a GRIN 
medium, the light paths are smooth. If further considering that the di-
rection of light changes dramatically due to reflection or refraction, the 
light paths are piecewise smooth. In summary, the continuous light 
paths are smooth or piecewise smooth, and this characteristic can serve 
as prior information to retrieve the 5D information. 

The smoothness of a curve can be mathematically quantified by 
integrating its squared second derivative [21], and a smaller integral 
corresponds to a smoother curve. As we have discretized the light path, 
we apply the second-order differencing to K (K = {k1, k2, k3…}), which 
represents the slopes of the straight path segments, to quantify its 
smoothness. We induce the prior information of smoothness by mini-
mizing either the L1 norm or the L2 norm of Δ2K. Therefore, an opti-
mization problem is formulated: 

[K∗,N∗] = arg min
K,N

‖ Δ2K ‖p,p∈{1,2}

s.t.‖ f (K,N) − T′‖2 ≤
̅̅̅̅̅̅̅̅
mσ2

√
.

(7) 

The first term is the objective function, and the second term is the 
data fidelity term, which maintains the light path within the valid so-
lution space throughout the iteration process. N (N = {n1, n2, …, nm-1}) 
are the refractive indices of all the layers, while T′ (T′ = {t′1, t′2, …, t′m}) 
are the temporal data measured by the SPAD camera. Based on K, the 2D 
(x′, y′) data, and the known position of O1, we can sequentially compute 
the 3D positions of the sample points, and then we can calculate t′ by the 
4D (x, y, z, n) information based on the forward models presented in 
Section 2.1. f(K, N) denotes the operator for computing t′. We use σ to 
denote the standard deviation of the temporal noise, which is deter-
mined during camera calibration. We use random numbers to initialize 
K and N. 

Solving this optimization problem yields K* representing a smooth 
light path and the corresponding N*. Afterward, by calculating the po-
sitions of the object points using K*, we obtain the (x, y, z) information. 
Next, the temporal information t can be calculated from the (x, y, z, n) 
information by Eq. (2), and we obtain the 5D information. In cases 
where the light path is piecewise smooth, we can retrieve each smooth 
segment and connect them. 
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3. Results 

3.1. Result of light propagating along straight paths 

To test the proposed method in a homogeneous medium, we perform 
an experiment to reconstruct the 5D information when light reflects 
between two mirrors in air. In our reconstruction, we consider the 
refractive index of air as an unknown value to demonstrate the method’s 
capability to reconstruct the refractive index. The light propagates in a 
375 × 75 × 50 mm 3D space, and the (x′, y′, t′) data are captured by an 
SPAD camera (Photon Force PF32). The detailed experiment setup and 
the data processing are provided in Section 3.2. There are two singular 
points on the continuous light path due to reflections. Therefore, we 
treat the whole path as a combination of three straight paths and 
reconstruct each straight path independently, and then we connect these 
straight paths to reconstruct the whole path. 

The 5D imaging result is depicted in Fig. 2. The root mean square 
errors (RMSEs) in position and time are 5.01 mm and 9.37 ps. The 
measured refractive index of air is 1.000, while the ground truth under 
laboratory conditions is 1.00027 (@λ = 633 nm, 293 K, 1 atm, 25 % 
humidity [22]). 

3.2. Results of light propagating in curved optical fibers 

Optical fibers are the most used among various types of waveguides. 
Therefore, this study primarily investigates the scenario of light trav-
eling in optical fibers. First, we present a simulation of 5D imaging when 
light propagates in curved optical fibers. The projection of the simulated 
curved optical fiber onto the x-z plane forms a sinusoidal curve, while its 
projection onto the x-y plane is a parabola. The simulated spatial reso-
lution of the SPAD camera is 32 × 32, and the object distance is 370 mm, 
where the field of view (FOV) is 140 mm × 140 mm. There are 32 object 
points on the simulated light path. We also add random temporal noise 
to the synthetical temporal data. 

In this simulation, we test different objective functions of the opti-
mization problem in Section 2.2. The imaging result obtained by opti-
mizing ||Δ2K||1 is shown in Fig. 3(a), achieving RMSEs of 2.62 mm and 
8.24 ps in position and time, respectively. The reconstructed refractive 
index of the optical fiber is 1.445, while the ground truth is 1.450. Since 
the L1 norm preserves sparse elements with large values while sup-
pressing small elements, the overall shape of the light path is retained, 
but some details are lost. Next, we reconstruct the light propagation by 
optimizing ||Δ2K||2, resulting in RMSEs of 8.20 mm and 25.56 ps, as 
shown in Fig. 3(b). The reconstructed refractive index is 1.404. The 
reconstruction is worse since the L2 norm equally suppresses all ele-
ments, resulting in a small and uniform sequence of Δ2K, which cannot 

represent light paths with significant curvature changes. 
Additionally, we introduce a joint objective function [23,24] that 

combines ||Δ2K||1 and ||Δ2K||2. Since ||Δ2K||1 is larger than ||Δ2K||2, 
the coefficient of ||Δ2K||1 is relatively small. We obtain improved 
RMSEs of 1.14 mm and 3.28 ps in position and time by optimizing the 
joint objective function, as depicted in Fig. 3(c). The reconstructed 
refractive index is 1.448. The reconstruction accuracy is significantly 
improved because the L1 norm preserves large curvature changes in the 
reconstructed path, while the L2 norm retains the smoothness and de-
tails. Adjusting the objection function according to the characteristics of 
the target light paths yields better reconstruction results. 

The experimental setup for 5D imaging of light propagation in a 
curved optical fiber is depicted in Fig. 4(a). A laser source (PicoQuant, 
LDH-P-635, repetition rate 20 MHz, wavelength 636 - 638 nm, 1.2 mW, 
pulse width 68 ps) emits laser pulses which are coupled into a multi-
mode optical fiber with a core diameter of 50 μm. The SPAD camera is 
comprised of an SPAD array (Photon Force PF32, pixel resolution 32 ×
32, temporal resolution 55 ps, pixel pitch 50 μm, fill factor 1.5 %) and a 
camera lens (Thorlabs, MVL4WA, effective focal length 3.5 mm, F/1.4). 
The object distance is 370 mm, where the FOV of the SPAD camera is 
140 × 140 mm. The SPAD detectors, organized in a 32 × 32 array, 
operate independently in time-correlated single photon counting 
(TCSPC) mode and are synchronized to the pulsed laser. To achieve 
adequate photon counts, we capture 106 frames to form a temporal 
histogram, and the exposure time of each frame is 50 μs. Before data 
processing, a reference histogram is acquired with the laser source 
deactivated, and the ambient light and dark counts can be suppressed by 
subtracting this reference histogram. 

To determine the 3D (x′, y′, t′) data, we apply Gaussian fitting to the 
histograms. Efficient pixels directly detect scattered photons from the 
object points, resulting in significantly higher peak photon counts in 
their histograms. Hence, the efficient pixels can be identified by setting a 
proper threshold on peak counts, as illustrated in Fig. 4(b). Subse-
quently, the 2D (x′, y′) data are obtained. Additionally, we can estimate t′ 
by the peak position of the fitted Gaussian function. Furthermore, the 
systematic temporal delay in each pixel is removed by adding a temporal 
offset. The offset value is calculated by measuring the temporal devia-
tion between the measured peak position and the theoretical value when 
an expanded pulsed laser illuminates the camera. The calibrated t′ is 
depicted in Fig. 4(c). 

Since determining the ground truth of an arbitrary curved path is 
difficult, we attach the fiber to acrylic cylinders, forming an S-shaped 
curve. The diameter of the acrylic cylinder is 100 mm, providing a 
reference for determining the ground truth. Due to the limited pixel 
count and the low fill factor of the SPAD camera, the 2D (x′, y′) data are 
not the precise representation of the actual light path in real space. To 

Fig. 2. The 5D imaging result of light reflecting between two mirrors in air. (a) The light path is reconstructed with a RMSE of 5.01 mm. The reconstructed refractive 
index of air is 1.000, and the ground truth is 1.00027. (b) The RMSE of the reconstructed propagation time is 9.37 ps. 
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avoid this impact, we present a simplified scenario where the S-shaped 
fiber lies in the x-z plane. This configuration guarantees that the optical 
fiber is captured by a single row of pixels on the SPAD array, resulting in 
an accurate position measurement in the x-y plane. There are 32 object 
points on the curved fiber. 

The 5D imaging result of the S-shaped light path is shown in Fig. 5 
and Supplementary Video 1, which is obtained by optimizing ||Δ2K||1. 
Fig. 5(a) is a photograph of the curved fiber captured under experi-
mental conditions using a commercial camera, where the scattered light 
is too weak to be detected. The reconstructed light path overlaps on the 
photograph, providing an intuitive reconstruction result. We take 
another photograph under higher laser power to display the ground 
truth, as depicted in Fig. 5(b). 

The reconstructed path and the propagation time are illustrated in 
Figs. 5(c) and 5(d). The curved light path is reconstructed with a RMSE 
of 1.51 mm, and the RMSE of the propagation time is 3.50 ps. In data 
processing, we apply Gaussian fitting on multiple discrete time bins for 
better temporal estimation. Besides, the proposed retrieval algorithm 
suppresses random temporal noise. Therefore, although the original 
temporal resolution of the SPAD camera is 55 ps, the temporal accuracy 
of the result is significantly improved. The estimated refractive index of 
the optical fiber is 1.452, while the ground truth is 1.460. From the 
camera’s perspective, the light path appears as a horizontal line, but we 
can retrieve the hidden information of depth and the refractive index via 
the proposed method. 

We also conducted an experiment of light propagating in an optical 
fiber with a full 3D shape. Since the light path is a simple arc, we use 
||Δ2K||2 as the objective function. Figs. 6(c)- 6(e) quantitatively illus-
trate the reconstruction of the full 3D light path with a RMSE of 2.24 

mm. The RMSE of propagation time is 9.49 ps, as illustrated in Fig. 6(f). 
The estimated refractive index of the optical fiber is 1.453. 

The error in the reconstruction primarily arises from the temporal 
noise and the inaccurate position measurement in the x-y plane due to 
the low fill factor and pixel count. When reconstructing the S-shaped 
path, we mitigate the error in position estimation by constraining the 
light path in a horizontal plane. Thus, even though the full 3D path is a 
simple arc, its reconstruction accuracy is worse than that of the S-shape 
path. Employing an SPAD camera with higher pixel count and higher fill 
factor can improve the reconstruction accuracy for full 3D light paths. 

3.3. Results of light propagating in a GRIN medium 

A 5D imaging simulation of light propagating in a GRIN medium is 
performed. The GRIN medium has a non-uniform refractive index dis-
tribution ranging from 1.300 to 1.500 along the z-axis. In the simulation, 
the object distance is 1 m, where the FOV is 400 mm × 400 mm. The 
virtual SPAD camera comprises a 32 × 32 array, resulting in 32 object 
points and 31 layers. Since the propagation angle of light changes 
gradually in GRIN media, we reconstruct the light path by optimizing 
||Δ2K||2. Figs. 7(a) and 7(b) depict the reconstructed path and propa-
gation time. The position RMSE is 0.24 mm, and the time RMSE is 0.95 
ps. Fig. 7(c) illustrates the reconstructed index profile. The recon-
structed refractive index agrees with the ground truth, except for the 
0 mm - 30 mm range along the z-axis. 

According to Snell’s law, the refractive index of each layer is math-
ematically equivalent to the propagation angle of the light path segment 
within it. We can also use the slopes (K) of the light path segments to 
represent the propagation angle. Thus, the refractive index profile is 

Fig. 3. Simulation results of 5D imaging when light propagates in a curved optical fiber via different objective functions. (a) The result obtained by optimizing 
||Δ2K||1. The RMSEs are 2.62 mm and 8.24 ps in position and time, respectively. The reconstructed refractive index is 1.445, while the ground truth is 1.450. (b) The 
result obtained by optimizing ||Δ2K||2. The RMSEs are 8.20 mm and 26.56 ps. The reconstructed refractive index is 1.404. (c) The result obtained by optimizing a 
joint objective function which combines ||Δ2K||1 and ||Δ2K||2. The RMSEs are 1.14 mm and 3.28 ps. The reconstructed refractive index is 1.448. 
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Fig. 4. The experimental setup and the data processing. (a) The schematic of the experimental setup. The pulsed laser source is synchronized to the SPAD camera, 
and the optical fiber is fixed on an acrylic board to form a curved path. (b) The efficient pixels with high peak counts can be distinguished by setting a proper 
threshold. Scattered pixels detect the scattered light from the acrylic board. The pixels with high dark counts are called “dead pixels”, and the average photon counts 
are high even after background substruction. (c) Gaussian fitting is applied to the efficient histograms, and the peak position of the fitted Gaussian curve estimates t′. 

Fig. 5. The 5D imaging result of light propagating in an S-shape curved optical fiber within the x-z plane. The result is obtained by optimizing ||Δ2K||1. (a) A 
photograph of the curved optical fiber captured by a commercial camera in experimental conditions, where the scattered light is too weak to be detected. The 
photograph is overlaid by the reconstructed path. The reconstructed refractive index of the optical fiber is 1.452, while the ground truth is 1.460. (b) A photograph 
captured with higher laser power. (c) The RMSE of the reconstructed curved path is 1.51 mm. (d) The RMSE of the reconstructed propagation time is 3.50 ps. 
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intrinsically equivalent to K, which is the first-order derivative of the 
light path. The original objective function ||Δ2K||2 is designed to 
retrieve a smooth light path. Hence, we optimize ||Δ3K||2 to reconstruct 
a smooth refractive index profile. The 5D imaging result acquired by 
optimizing ||Δ3K||2 is presented in Figs. 7(d)- 7(f). This result exhibits 
better agreement with the ground truth, and the RMSEs of position and 
time are 0.23 mm and 0.73 ps. Additionally, the RMSE of the refractive 
index improves to 0.003. 

We conduct a 5D imaging experiment of light propagating within a 
GRIN medium composed of glycerin-water solution. The medium’s di-
mensions are 460 × 100 × 100 mm, and it is contained in a water tank, 
as illustrated in Fig. 8(a). The GRIN medium exhibits a gradually 
increasing glycerin concentration from the top to the bottom of the tank, 
forming a gradient refractive index distribution along the z-axis. Both 
the refractive index and the density of the glycerin-water solution are 
proportional to the concentration, and the index distribution is quasi- 
static. The SPAD camera is positioned at a height of 1 m, capturing 
images from top to bottom. The spatial resolution of the SPAD camera is 
32×32, resulting in 32 object points and 31 layers. 

Before the experiment, the light enters the medium and forms a 
curved light path within the x-z plane due to refraction. A calibrated 
CMOS camera captures an image of the curved light path from the y- 
direction, and we calculate the coordinates of the light path in the x-z 
plane by the intrinsic matrix. The position measurement accuracy of the 
monocular system is about 0.1 mm, and we regard its measurement as 
the ground truth of the light path position. According to Snell’s law, the 
shape of the light path in a GRIN medium is determined by the refractive 
index distribution. Therefore, we can inversely calculate the index dis-
tribution based on the measured light path and regard the calculation 
result as the ground truth. 

The 5D imaging results of light propagating in the GRIN medium 
obtained by optimizing ||Δ3K||2 are illustrated in Figs. 8(b)- 8(f) and 
Supplementary Video 1. The RMSE in position is 1.52 mm, and the 
RMSE in propagation time is 3.65 ps. The reconstructed refractive index 
profile is depicted in Fig. 8(e) with a RMSE of 0.003. Within the range of 
60 mm to 90 mm along the z-axis, the reconstructed refractive index 

profile closely matches the ground truth, but notable error exists in other 
regions. As the process of retrieving the refractive index from t′ is 
nonlinear, even minor errors in t′ can lead to significant deviation in the 
refractive index profile. Therefore, an accurate measurement of the 
temporal data t′ are the key to obtaining a good reconstruction of the 
refractive index. This experiment demonstrates the potential of the 
proposed method for non-destructively measuring the spatial distribu-
tion of light-related physical parameters. 

4. Discussion and conclusion 

The proposed method discretely retrieves the 4D LiF information by 
sampling multiple object points on the light path. According to the 
Nyquist-Shannon sampling theorem [25], the original signal can be 
retrieved when the sampling frequency is twice the frequency of a 
signal. Consequently, for complex light paths, we need more object 
points. The 32 × 32 SPAD array limits the number of object points, and 
we merely retrieve light paths with simple shapes. Canon Inc. has pre-
sented a megapixel SPAD camera [26], which yields higher spatial 
sampling frequency and enables the reconstruction of complex light 
paths. For a full 3D light path, the low fill factor of the SPAD pixels leads 
to inaccurate measurement of the (x′, y′, t′) data, as the light path may cut 
across the gap between two pixels. Using an SPAD array with a high fill 
factor of 61 % [27], we can detect more scattered photons and measure 
the 3D data more accurately. Moreover, using SPAD cameras with 
high-resolution TDCs [28,29], we can detect finer variation in depth and 
refractive index. 

In summary, we introduce a computational imaging method to 
retrieve the 5D (x, y, z, t, n) information from the 3D (x′, y′, t′) data 
recorded by an SPAD camera. By discretizing both the light path and the 
medium, we present an optical model for projecting the 5D information 
to the 3D data. Subsequently, by leveraging the continuous nature of 
light paths, we retrieve the 5D information from the 3D data via an 
optimization problem. We validate the proposed method in scenarios of 
light propagating in a homogeneous medium, light traveling in curved 
waveguides, and light bending in a GRIN medium, achieving millimeter- 

Fig. 6. The 5D imaging result of light propagating in a curved optical fiber with a full 3D shape. The result is obtained by optimizing ||Δ2K||2. (a) A photograph of 
the curved optical fiber overlaid by the reconstruction result. The reconstructed refractive index of the optical fiber is 1.453. (b) A photograph of the optical fiber 
captured with higher laser power. (c) - (e) The quantitative path reconstruction is presented in the form of three-view drawings, and the RMSE is 2.24 mm. (f) The 
RMSE of the reconstructed propagation time is 9.49 ps. 
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level accuracy in the spatial domain and picosecond-level accuracy in 
the temporal domain. Additionally, the average error in refractive index 
measurement is approximately 0.5 %. 

Although our experiments are conducted under specific conditions of 
light propagation, theoretically, the proposed method is effective under 
any scenarios involved in the general optical model (e.g., light propa-
gates in an optical fiber embedded in a GRIN medium). We intend to 
explore these conditions in future research. 

The proposed method broadens the application scope of LiF imaging 
systems based on SPAD cameras without hardware modification. 
Moreover, the ability to measure the refractive index provides a non- 
destructive way to characterize the index distribution of GRIN optical 
elements [30]. Other physical parameters of optical media, such as 
transmittance, may also be measured. We may also trace high-energy 
particles in electromagnetic fields by using the same imaging system, 
as particles have similar characteristics to photons. This work also 
potentially enables visualizing deep internal anatomy [31], such as 
delineating arterial shapes via scattered photons. 
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