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6 [1] Millimeter-wave interferometric synthetic aperture imagers are currently being
7 developed for short-range applications such as concealed weapons detection. In contrast to
8 the traditional snapshot imaging approach, we investigate the potential of mechanical
9 scanning between the scene and the array in order to reduce the number of antennas and
10 correlators. We assess the trade-off between this hardware reduction, the radiometric
11 sensitivity and the imaging frame rate of the system. We show that rotational scanning
12 achieves a more uniform coverage of the (u, v) plane than the more conventional linear
13 scanning. We use a genetic algorithm to optimize two-dimensional arrays for maximum
14 uniform (u, v) coverage after a rotational mechanical scan and demonstrates improvements
15 in the array point spread function. Imaging performance is assessed with simulated
16 millimeter-wave scenes. Results show an increased image quality is achieved with the
17 optimized array compared with a conventional power law Y-shaped array. Finally we
18 discuss the increased demands on system stability and calibration that the increased
19 acquisition time of the proposed technique places.

21 Citation: Lucotte, B. M., B. Grafulla-González, and A. R. Harvey (2009), Array rotation aperture synthesis for short-range

22 imaging at millimeter wavelengths, Radio Sci., 44, XXXXXX, doi:10.1029/2008RS003863.

24 1. Introduction

25 [2] Passive and semipassive mm-wave imaging tech-
26 niques are currently receiving considerable attention for
27 short-range imaging, such as personnel scanners, due to
28 their ability to detect concealed weapons through obscur-
29 ants such as clothing [Sheen et al., 2001; Appleby, 2004;
30 Harvey and Appleby, 2003]. In contrast to conventional
31 real-aperture imaging systems, synthetic aperture imag-
32 ing enables images with an infinite depth of field to be
33 recorded using an array that is sparse and essentially
34 planar. For spaceborne remote sensing applications,
35 synthetic aperture imagers have traditionally been con-
36 sidered for the recording of high-spatial-resolution
37 images in a single snapshot. Snapshot operation neces-
38 sarily requires a large number of antennas. This not only
39 results in a high cost but also contributes to calibration
40 difficulties because of mutual coupling at short baselines.

41By reducing the number of antennas, one therefore
42decreases the amount of mutual coupling between
43receivers. In practice this should simplify the calibration
44process. It is highly desirable therefore to reduce the
45antenna count without adversely affecting the spatial
46resolution of the imager. To that end it is possible to
47take advantage of a relative motion between the array
48and the source. In Earth rotation synthesis [Thompson et
49al., 2001], a technique used in radio-astronomy, the
50motion is naturally provided by the rotation of the earth
51relative to the source. For near-field techniques, Synthetic
52Aperture Radar (SAR) and RADiometric Synthetic
53Aperture Radar (RADSAR) [Edelsohn et al., 1998], the
54motion is provided by an airborne or spaceborne plat-
55form in translation relative to the source. Since the
56visibility samples are recorded in time-sequence, the
57reduction in antenna-count is achieved at the cost of
58either a reduced imaging frame-rate or a reduced radio-
59metric sensitivity.
60[3] In this paper we propose a technique that we call
61‘array rotation aperture synthesis’ that provides the low
62antenna-count of Earth-rotation synthesis whilst enabling
63the near-field operation required in short-range applica-
64tions such as personnel scanning.
65[4] In section 2 we remind the fundamental imaging
66equations and image reconstruction algorithms for near-
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67 field imaging [Peichl et al., 1998], before considering the
68 fundamental requirements of the array for adequate
69 sampling of the near-field image spatial frequencies.
70 We then describe the trade-off between radiometric
71 sensitivity, imaging frame rate and antenna-count. In
72 comparison to a snapshot aperture synthesis radiometer,
73 the time-sequential recording of nt visibility data sets
74 enables the number of antennas to be reduced by a factor
75 of approximately

ffiffiffiffi
nt

p
without reduction in spatial reso-

76 lution or sampling density. Section 3 presents a discus-
77 sion of the considerations involved in the system design
78 and the advantages of rotational scanning over linear
79 scanning are shown. Antenna arrays are optimized by
80 use of a genetic algorithm (GA) [Haupt, 1995; Marcano
81 and Duràn, 2000] for maximally uniform (u, v) coverage
82 after rotational scanning. The imaging performances of
83 the array are assessed using simulated millimeter-wave
84 scenes and are compared with those achieved with a
85 conventional power law Y-shaped array. Section 4
86 presents a discussion on the increased demands on
87 system stability and calibration due to increased acqui-
88 sition time. Conclusions are presented in section 5.

89 2. Imaging Relations

90 2.1. Visibility Function

91 [5] In aperture synthesis one aims to record the image
92 of the brightness temperature distribution of a radiating
93 source with an array of antennas. This image is formed
94 by measuring the correlations between multiple pairs of

95antenna signals. This measurement is called the visibility
96function. Conventional synthetic aperture imagers record
97N(N�1) samples of the complex visibility function in a
98snapshot using N antennas. Figure 1 shows a simple
99antenna configuration with N = 2, recording a source
100with a brightness temperature distribution TB(~r), where~r
101is the vector from the origin of the antenna array to a
102point on the source.
103[6] We aim to reduce the number of antennas so as to
104reduce the system cost and to ease the calibration
105problem. We will show that this can be achieved by
106mechanically scanning the array relative to the source
107and recording the visibility samples in a time sequence.
108We recall that in the far-field the spatial frequency
109recorded by a pair of antennas is equal to the length of
110this baseline measured in wavelengths and projected
111onto a plane normal to the direction of the source. Since
112this projection varies with the direction of the source, it is
113possible to record several spatial frequencies with a single
114baseline in a time-sequence. The modus-operandus of
115the Earth-rotation-synthesis technique [Thompson et al.,
1162001], used in radio astronomy, follows from this prin-
117ciple. The visibility function for a pair of antennas
118denoted by indices n and m is described by Peichl et al.
119[1998]:

Vnm ¼ kBDvffiffiffiffiffiffiffiffiffiffiffiffi
WnWm

p
Z Z

S

TB ~rð ÞKnm ~rð Þ

� FW Drnm;Dvð Þe�
j2p
l0
DrnmdS: ð1Þ

Figure 1. Antenna configuration. The source S is in the far-field of the antennas but in the near-
field of the baseline formed by antennas 1 and 2.
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121 where:

Knm ~rð Þ ¼ 1

k~rnkk~rm k
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn ~rð ÞPm ~rð Þ cos qn cos qm

p
; ð2Þ

Drnm ¼k~rn k � k~rmk; ð3Þ

k~rn k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xn � xð Þ2 þ yn � yð Þ2 þ R2

q
; ð4Þ

¼ r

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2

xn

r
sin q cos8þ yn

r
sin q sin8

� �
þ xn

r

� �2

þ yn

r

� �2
r

:

ð5Þ

129 kB is the Boltzmann constant, Dn is the bandwidth of the
130 antenna channels, Wn and Wm are the beam solid-angles
131 of antenna n and m, respectively, TB(~r) is the brightness
132 temperature distribution of the source, Knm(~r) is an
133 amplitude term due to the power patterns of antenna n
134 and m, Pn(~r) and Pm(~r) denote the antenna power pattern
135 of antenna n and m, respectively. The antennas can be
136 focused on specific point source, as shown in Figure 1.
137 The angles between a point source at location~r and the
138 beam center of antennas n and m is denoted by qn and qm,
139 respectively. It is assumed that the scene is in the far-field
140 of the array elements, but in the near-field of the array.
141 FW is the fringe-wash function and depends on the
142 frequency response of the antenna channels and the path
143 difference Drnm between the point source at ~r and
144 antennas n and m. Note the dependance of Drnm on~r has
145 been omitted to simplify the notations. The expression
146 for the fringe wash function for antenna channels with
147 constant gain over the bandwidth Dv is:

FW Drnm;Dvð Þ ¼ sinpDvDrnm=c

pDvDrnm=c
: ð6Þ

149 For wide-band signals, of the order of 10 GHz at a center
150 frequency v0 = 94 GHz for example, the first nulls of the
151 fringe wash function can be located within the field-of-
152 view (FoV), e.g., 
30�. This results in a degradation in
153 the signal-to-noise ratio (SNR) of the visibility samples
154 measured, and also of the reconstructed image. One
155 possible solution to reduce this degradation is to
156 introduce artificial delay lines into one antenna channel
157 of each baseline so as to translate the fringe-wash
158 function in azimuth. Maximum signal power can then be
159 recorded over the entire FoV by appropriately choosing
160 these time delays. For a single baseline, the lost signal is
161 recovered by summing all these translated, fringe-
162 washed interference patterns. Another approach consists
163 in splitting the wide bandwidth signal into a set of

164narrow band signals that have a fringe wash term
165approximately constant over the imaging FoV. The
166narrow band signals must be correlated separately and
167an image is formed at each subband. These subband
168images have higher noise levels than the full bandwidth
169image but can be averaged together to reduce the noise
170back to the same level.
171[7] Equation (1) represents a projection of the bright-
172ness distribution onto a set of weighted interference
173patterns. When the source is in the far-field of the array,
174these interference patterns are complex exponentials and
175are invariant in the direction orthogonal to the baseline.
176However, when the source is in the near-field of the
177array, the frequencies of these interference patterns are
178chirped and the orientation of the fringes is spatially
179variant over the source extent.

1812.2. Image Reconstruction Algorithm

182[8] When the scene is in the near-field of the array, the
183image can be reconstructed by performing the cross-
184correlation between the visibility function and a function
185Fnm(~r) [Peichl et al., 1998]:

bTB ~rð Þ ¼ 1

N N � 1ð Þ
XN
n¼1
n 6¼m

XN
m¼1

VnmF*nm ~rð Þ: ð7Þ

187where:

Fnm ~rð Þ ¼ e
�j2p

l0
Drnm

Knm ~rð Þ : ð8Þ

189We denote the point-spread-function (PSF) at r0
! by

190PSF0(~r) and by Dr0nm the path difference at that point
191for the baseline (n, m). Using equations (7) and (8) we
192obtain:

PSF0 ~rð Þ ¼ 1

N N � 1ð Þ
XN
n¼1
n 6¼m

XN
m¼1

Knm ~r0ð Þ
Knm ~rð Þ e

j2p
l0

Dr0nm�Drnmð Þ
:

194For small antennas, of the order of a wavelength, and for
195short-range personnel scanning applications one can
196approximate the term Knm(r0

!)/Knm(~r) to unity over the
197FoV; typically 30�. Hence equation (8) becomes:

PSF0 ~rð Þ ¼ 1

N N � 1ð Þ
XN
n¼1
n 6¼m

XN
m¼1

e
j2p
l0

Dr0nm�Drnmð Þ
;

¼ 2

N N � 1ð Þ
XN
n¼1

XN
m¼nþ1

cos
2p
l0

Dr0nm �Drnmð Þ

 �

:

ð9Þ
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203 2.3. Spatial Resolution and Sampling Requirements

204 [9] We denote by u and v the spatial frequencies
205 recorded by the interferometer, and D the longest base-
206 line of the array. When imaging in the near-field, i.e.,
207 when the condition D2/l0 
 R does not hold, the sta-
208 tionary phase principle can be used to provide a first-
209 order approximation of the spatial frequencies (u, v)
210 recorded at a position~r:

u ~rð Þ ¼ 1

l0

@Drnm

@q

����
8¼0

; v ~rð Þ ¼ 1

l0

@Drnm

@q

����
8¼p=2

: ð10Þ

212 To simplify the analysis we consider the longest baseline
213 of the array as horizontal. Using equation 10 the cutoff
214 spatial frequency umax of this array is given by:

umax ¼
D

l0

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ D2

4R2

q : ð11Þ

216 To restrict the aliased responses to regions outside the
217 synthesized map, the sampling period Du and Dv of
218 the Fourier domain must obey the Nyquist sampling
219 requirements:

Du � 1

2 sin qmax

; Dv � 1

2 sin qmax

: ð12Þ

221 where qmax is the maximum zenith angle within the FoV.
222 In the case of a one-dimensional imager, the minimum

223number of samples M required in the Fourier interval
224[0, umax] is:

M ¼ umax

Du
¼ D

l0

2 sin qmaxffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ D2

4R2

q : ð13Þ

226For a representative system used in personnel scanning,
227a diffraction-limited system with an aperture diameter
228of 0.7 m is used as a reference. For a source at close
229range, e.g., 2 m, and a center frequency n0 = 94 GHz,
230the radius of the Airy disk is approximately 11 mm. As
231an example We consider a 28� FoV, ie qmax = 14�. In
232this case, the number of measurements M required to
233Nyquist sample the (u, v) plane with a cutoff frequency
234umax is approximately 36,500. A conventional inter-
235ferometric array would require 192 elements to record
236the visibility samples in a snapshot. We aim to reduce
237this antenna-count by a factor of 10 to reduce the
238system complexity, cost and calibration process.

2402.4. Radiometric Sensitivity and Trade-Offs

241[10] The radiometric sensitivity achieved with a syn-
242thetic aperture imager depends on the source distribution
243and the redundancies in the spatial frequencies measured
244by the array. For a uniform source and a zero-redundancy
245array, the radiometric sensitivity at the bore-sight pixel of
246the image is given by Ruf et al. [1988]:

DT ¼ TO þ TRð Þ M

2Dnt


 �1=2

: ð14Þ

248where M = N.(N�1), N is the number of antennas, TO
249and TR are the received brightness temperature and the
250noise temperature of the receivers, respectively, t is the
251integration time of the receivers. A mechanical scan of
252the array performs a time-sequential multiplexing of the
253baselines and therefore enables a reduction in antenna-
254count. An N-elements antenna-array, scanning a source at
255nt successive positions, records N(N�1)nt visibility
256samples in the time ntt. This represents a reduction in
257antenna-count by a factor of

ffiffiffiffi
nt

p
. Assuming continuous

258integration, the integration time t is related to the frame
259rate F of the imager as follows:

t ¼ 1

ntF
¼ N N � 1ð Þ

M :F
: ð15Þ

261Combining equations (14) and (15) the radiometric
262sensitivity is expressed as a function of N and F:

DT ¼ TO þ TRð Þ F

2DnN N � 1ð Þ


 �1=2

M : ð16Þ

264Equation (16) shows that reducing the number of
265antennas by a factor of

ffiffiffiffi
nt

p
degrades the radiometric

Figure 2. Radiometric sensitivity achieved by a
synthetic aperture radiometer including various amounts
of scanning. TO = 300 K, TR = 500 K,Dv = 15 GHz, M =
N(N�1)nt 
 36,500.
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266 sensitivity by the same factor, or alternatively degrades
267 the imaging frame-rate by a factor of nt. Therefore there
268 is a trade-off between the reduction in antenna-count, the
269 radiometric sensitivity and the frame rate of the imager.
270 Figure 2 and Table 1 show the radiometric sensitivity
271 achieved with various degrees of scanning between the
272 source and the array. These results are obtained using
273 TO = 300 K, TR = 500 K, Dv = 15 GHz, M =
274 N(N�1)nt 
 36,500 and show, e.g., that an image with
275 DT = 0.9 K can be recorded at a frame rate of 1 Hz with
276 a 192 antenna-array. Alternatively an image with the
277 same DT can be recorded in a time-sequence with a 61
278 antenna-array at a frame-rate of 0.1 Hz.

280 3. System Design

281 [11] In the previous section we have discussed the
282 various trade-offs between the radiometric sensitivity,
283 the frame rate of the imager and the antenna-count. We
284 now consider the system design, and the array motion
285 and optimization in particular. Optimizing arrays with
286 large antenna numbers N is a complex task because the
287 dimension of the search space is 2N for an array
288 operating in a snapshot and 2Nnt when a scan is
289 included. Although the optimal system ideally requires
290 optimizing the array and its motion relative to the scene
291 simultaneously, we have limited the search space to
292 linear and rotational motions only to reduce the compu-
293 tation time.
294 [12] We have considered two approaches for optimiz-
295 ing an antenna array. The first consists in minimizing the
296 sidelobe levels of the PSF of the array [Haupt, 1995;
297 Kogan, 2000; Hebib et al., 2006]. The second aims to
298 achieve a uniform coverage of the (u, v) plane [Keto,
299 1997; Ruf, 1993; Kopilovich, 2005] in order to minimize
300 the effective redundancy. Even when the array is used in
301 a scanning mode, both approaches still usually optimize
302 the snapshot characteristics of the array, although Ruf
303 [1990] considers its scanned characteristics. Best con-

304figurations for uniform (u, v) coverage are believed to
305have been found for up to 30 elements in 1-D [Ruf, 1993]
306and 2-D [Kopilovich, 2005]. We have chosen to maxi-
307mize the uniformity of the (u, v) coverage. This leaves
308the possibility to apply a tapering window to reduce the
309sidelobe levels near the central peak if it is required.

3103.1. Array Motion

311[13] In this section we consider the properties of linear
312and rotational scans in order to determine which is more
313efficient for short-range imaging applications such as
314personnel scanning.
3153.1.1. Translation
316[14] When antenna signals are correlated by pairs
317while the array is in translation relative to the source,
318eg along the x-axis, as in RADSAR [Edelsohn et al.,
3191998], the spatial frequency recorded by each baseline
320decreases as the array is translated away from a source.
321This is easily shown by consideration of a point source
322that lies along the x-axis (8 = 0) at a range R from a
323horizontal baseline with antennas 1 and 2, respectively,
324at (�D/2, 0, 0) and (D/2, 0, 0). Using equation (10) one
325obtains the horizontal spatial frequency u recorded by
326this baseline as a function of the zenith angle q. In the far-
327field one can show that Dr12 
 D sin q and u(q) 
 D/l0
328cos q. Hence the spatial frequency recorded by this
329baseline is maximum at zenith. In the near-field case,
330the exact expression of Dr12 must be taken into account.
331The spatial frequency recorded as a function of the zenith
332angle q is obtained using equation (10):

u qð Þ ¼ 1

l0 cos q

D
2
aþ bð Þ þ R tan q a� bð Þ

ab


 �
; ð17Þ

334with:

a ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ D cos q D cos q� 4R sin qð Þ

4R2

r
;

b ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ D cos q D cos qþ 4R sin qð Þ

4R2

r
: ð18Þ

336In this case one can show that if R � D, then u(q) reaches
337maximum at zenith and decreases with q. This means
338that translating the array relative to the source does not
339provide dense coverage at high spatial frequencies.
340Figure 3a shows an array of 14 antennas evenly
341distributed along a Reuleux triangle [Keto, 1997]. This
342array is then translated along the x-axis as shown in
343Figure 3b. Figures 3c and 3d present the snapshot (u, v)
344coverage of this array at boresight and at the scan
345position x = 2 m, respectively. Figure 3e shows the (u, v)
346coverage achieved after 10 translations between x = 0 m
347and x = 3 m. Note the higher density of measurements
348recorded at low spatial frequencies.

t1.1 Table 1. Trade-Offs Between the Antenna-Count Reduction,

the Radiometric Sensitivity DT, and the Frame Rate F of the

Imager

F (Hz)
0.1 1 2 4 6 8 10t1.2

DT (K) N nt N nt N nt N nt N nt N nt N ntt1.3

0.9 61 10 192 1t1.4
1 54 13t1.5
2 27 52 86 5t1.6
4 14 201 43 20 61 10 86 5 136 2t1.7
6 29 45 40 23 56 12 68 8 79 6 86 5t1.8
8 7 872 22 79 30 42 43 20 52 14 61 10 68 8t1.9
10 6 1221 17 135 24 66 34 33 42 21 48 16 54 13t1.10
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349 3.1.2. Rotation
350 [15] When the array is rotated about the Z-axis, the
351 spatial frequencies recorded are also rotated. Figure 4
352 presents the (u, v) coverage of the array shown in
353 Figure 3a after 10 rotations by 6�. Comparing the (u, v)
354 coverage on Figure 3e and Figure 4 shows that a
355 rotational scan clearly achieves higher relative density
356 of measurements at high spatial frequencies compared
357 with a linear scan and a more even coverage overall. A
358 major issue when linear scans are employed for person-
359 nel scanning applications, is the relatively long scan path
360 required to fill the (u, v) plane. On the other hand, this
361 example illustrates that a rotational scan about the Z-axis
362 efficiently yields uniform (u, v) coverage without signif-
363 icantly increasing the size of the system. Furthermore the
364 logistics of rotational scanning are in practice generally
365 simpler and more amenable to high frame-rates than is
366 the reciprocating motion required for linear scans. As a
367 consequence, we have chosen to maximize the unifor-
368 mity of the (u, v) coverage for rotationally scanned
369 arrays.
370

3713.2. Array Design

372[16] When optimizing the (u, v) coverage of antenna
373arrays, one has to cope with multiple local minima. To
374tackle this issue we employed a genetic algorithm (GA)
375[Haupt, 1995; Marcano and Duràn, 2000]. We use the

Figure 3. (a) Evenly distributed Reuleux triangle array with 14 antennas centered at the source
origin (x, y) = (0, 0). (b) Same array translated by 2 m along the x-axis. (c) and (d) Snapshot spatial
frequency coverage of the array shown in Figures 3a and 3b, respectively. (e) Spatial frequency
coverage achieved when the array is translated by increments of 0.3 m up to 3 m.

Figure 4. (u, v) coverage of the array shown in Figure 3a
when rotated around the z-axis by increments of 6� up to
60�.
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376 differential entropy Hdiff of the probability density of the
377 (u, v) samples as a metric of the uniformity of their
378 distribution. The differential entropy is maximized when
379 the (u, v) samples are uniformly distributed. Kozachenko
380 and Leonenko [1987] have derived an unbiased estimator
381 of the differential entropy based on the nearest neighbor
382 distances dj between samples, see also Victor [2002] for
383 more information. The estimator bHdiff of the differential
384 entropy is given by:

bHdiff ¼ log2 p M � 1ð Þ½ � þ g
ln 2

þ 2

M

Xj¼M

j¼1

log2 dj: ð19Þ

386 where g = 0.5772156649 is the Euler-Mascheroni
387 constant. Cornwell [1988] proposed a similar, more
388 computationally expensive metric based on the sum of
389 the logarithm of all the M(M�1)/2 distances between
390 samples instead of the M nearest neighbor distances here.

391The use of the logarithm is rationalized there to
392concentrate on closely spaced samples. The maximiza-
393tion of the differential entropy and its estimation in
394equation (19) provides a rigorous justification for the use
395of the logarithm and the nearest neighbor distances only.
396Because of the 2Nnt dimension of the search space, the
397solution obtained from the GA is likely to depend on the
398initial antenna positions; therefore a ‘good’ initial
399configuration is required. Since we seek isotropic
400sampling of the (u, v) plane, arrays in the shape of
401curves of constant width are natural candidates [Keto,
4021997]. When antennas are evenly distributed along
403curves of constant width with a rotational degree of
404symmetry n (invariance to a 2p/n rotation), the (u, v)
405cover exhibits a degree of rotational symmetry 2n.
406Therefore antenna arrays distributed along Reuleux
407triangles (n = 3) provide (u, v) coverage with the
408smallest degree of rotational symmetry among the shapes
409of constant width. This configuration is used as the

Figure 5. (a) and (b) Evenly distributed Reuleux triangle array with 27 antennas and its
snapshot (u, v) coverage. (c) and (d) 27 antennas Reuleux triangle array, optimized for maximum
uniform (u, v) coverage after a rotational scan of 60� in 52 steps, and its snapshot (u, v) coverage.
FoV = 28�, v0 = 94 GHz, D = 0.7 m, R = 2 m.
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410 starting configuration of the GA. The motion considered
411 is a rotation of p/3rad about the z-axis. Figures 5a and 5b
412 present an evenly distributed Reuleux triangle array with
413 27 antennas and its snapshot (u, v) coverage. This array
414 could operate at a frame-rate of 0.1 Hz with a radiometric
415 sensitivity of 2 K. Figure 5c shows a Reuleux triangle
416 array optimized for maximum uniform (u, v) coverage
417 after a rotational scan of 60� in 52 steps. Figure 5d shows
418 the snapshot (u, v) coverage of this optimized array.
419 Figures 5 and 6 enable a comparison of the snapshot and
420 scanned (u, v) coverage before and after optimization.
421 The optimization clearly yields more even coverage.
422 Figure 7 shows the PSF obtained after scanning for the
423 nonoptimized and optimized arrays. The full width at
424 half maximum (FWHM) of these two PSFs are both
425 equal to 0.2�. The level of the first sidelobes are very
426 similar; �9.4 dB and �8.9 dB for the nonoptimized and
427 optimized arrays, respectively. This sidelobe can only be
428 improved by tapering the (u, v) cover, and is equal to
429 �8.9 dB in the case of a perfectly uniform coverage.
430 However the level of higher order sidelobes is greatly
431 reduced by the optimization as can be seen on Figure 7c.
432 This improvement can be measured by the ratio of the
433 energy in the main beam to the energy in the sidelobes,
434 which is increased by a factor of 3.4 by the optimization
435 procedure.

436[17] The improved imaging performances provided by
437the optimized Reuleux triangle array are illustrated here
438with simulated images. To that end, the mm-wave
439brightness temperature image of a human body with
440an embedded rectangular metallic object is modeled

Figure 6. (a) and (b) (u, v) coverage at boresight after
rotational scanning of the arrays shown in Figures 5a and
5c, respectively.

Figure 7. (a) and (b) Density plots in dB (10Log10(jPSFj))
of the PSF at boresight of the array shown in Figures 5a
and 5c, respectively, after rotational scanning. (c) One-
dimensional plot of the PSF shown in Figures 7a and 7b:
PSF(x, y = 0).
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441 [Grafulla-Gonzáles et al., 2006] (see Figure 8a). The
442 body and metallic object have a uniform temperature of
443 290 K and the imaging system is passive. The changes
444 observed in the measured brightness temperature are
445 related to variations in emissivity across the scene due
446 to the angular dependence of the Fresnel relations at a
447 dielectric interface. We assume the angular distribution
448 of the brightness temperature incident from the back-
449 ground is constant and stable over the acquisition time.
450 The image recorded by the array is simulated by the
451 convolution of this raw image with the PSF of the
452 antenna array, and the addition of a white gaussian noise
453 with a power of 4K2. This corresponds to a SNR of
454 43 dB in the recorded image. AWiener filter is then used
455 to restore the image. This process is performed with three
456 arrays that each have 27 antennas and include a
457 rotational scan of 60� in 52 steps. The first array is a
458 power law Y-shaped array with a = 1.7 [Chow, 1972;

459Thompson et al., 2001], the other two arrays are the
460preoptimized and postoptimized arrays shown in
461Figures 5a and 5b. Figures 8b, 8c and 8d show the
462restored images obtained with the Y-shaped array, the
463Reuleux triangle array and the optimized Reuleux trian-
464gle array, respectively. Figure 9 is a horizontal one-
465dimensional plot of the raw and restored images. Note
466this plot incorporates the metallic object. The image
467obtained with the evenly distributed Reuleux triangle
468array (Figure 8c) appears sharper than the image
469obtained with the Y-shaped array (Figure 8b) due to its
470higher density of measurements at high spatial frequen-
471cies. The sharpness of the image is further improved with
472the optimized array, where noticeably lower levels of
473artifacts are present. The root-mean-square (RMS) error
474between the restored images and the raw image are 5.6%,
4754.7% and 3.3% for the images shown in Figures 8b,
4768c and 8d, respectively. These values are averages over

Figure 8. Imaging performances of various antenna arrays. (a) Simulated mm-wave image of a
human body including a rectangular metallic object. Noise level in the recorded images isDT = 2 K
and corresponds to a 43 dB SNR. (b), (c), and (d) Images restored with the Wiener filter and
recorded with the Y-shaped array, the Reuleux triangle array and the optimized Reuleux triangle
array, respectively.
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477 10 observations. This endorses the better imaging per-
478 formances provided by the Reuleux triangle arrays com-
479 pared with the Y-shaped array and illustrates the
480 improvements provided by the optimization of the array.

482 3.3. Reduction of Bandwidth Decorrelation

483 [18] We have stated in section 2.1 that the amplitude
484 modulation of the visibility function due to the fringe-
485 wash function can be greatly reduced by introducing
486 delay lines in the antenna channels. Since the delay lines
487 must be introduced before the correlator, an additional
488 correlator is included for each artificial delay line intro-
489 duced. We seek now to estimate the number of delay-
490 lines required. To that end we estimate the period XIPnm

of
491 the interference pattern and the position XFWnm

of the first
492 null of the fringe-wash function. To simplify the analysis
493 we consider a horizontal baseline with coordinates
494 (�Dnm/2, 0, 0) and (Dnm/2, 0, 0). Using equations (4)
495 and (6) we obtain XIPnm

and XFWnm
:

XIPnm
¼ l0

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4R2

D2
nm � l2

0

s
: ð20Þ

XFWnm
¼ c

2Dn

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 4R2

c
Dn

� �2�D2
nm

s
: ð21Þ

499 The interference patterns must be translated by DXnm

500 so that they sum in-phase. The translation DXnm =

501 Round
�

XFWnm

XIPnm

�
XIPnm

provides a reasonable amplitude mod-

502 ulation after adding all the translated interference patterns
503 (no amplitude below 96%). Thus the number of delay

504lines for the baseline (n, m) is Round
�
2xmax

DXnm

�
. Finally, the

505number, N , of delay lines and correlators to be intro-
506duced to compensate for the fringe-wash function can be
507estimated as follow:

N ¼
XN
n¼1

XN
m¼nþ1

round
2xmax

DXnm


 �
: ð22Þ

509For the array shown in Figure 5c, we estimate N 

5104000.
511[19] The subband implementation described in section 2.1
512requires a correlator per baseline and per subband. For
513the system considered in this paper the 15 GHz band-
514width would have to be divided into approximately
51530 subbands in order to record 90% of the signal at the
516edges of the 28� FoV. This leads to a total number of
517correlators of 10500, more than 2.5 times the number of
518correlators required with the delay lag implementation.
519However this technique has the significant advantage
520to require narrow band correlators instead of both wide-
521band correlators and delay lines. It therefore seems
522preferable to implement. In addition, since both imple-
523mentations require a number of correlator that increases
524with the number of baselines, the sequential acquisition
525of the visibility data in nt iterations enables a reduction in
526the number of correlators by the same factor compared
527with a snapshot array.

5294. Impact of Instabilities on Image Quality

5304.1. Instrument Instabilities

531[20] Time-sequential acquisition of the visibility func-
532tion will normally reduce the number of short antenna
533baselines and hence the effects of mutual coupling
534between receivers should be reduced, simplifying cali-
535bration of this effect. Conversely the increased time
536necessary to record the required visibilities increases
537sensitivity to drift in electronic gain and offset of the
538receivers and correlators compared to snapshot acquisi-
539tion. In many short-range imaging applications for which
540the proposed technique is of interest, real-time calibra-
541tion may be implemented by recording the visibilities for
542calibration images which incorporate point-source bea-
543cons. If the recording of calibration images is multi-
544plexed with the recording of scene images, we calculate
545that a calibration time of �2 seconds is required, in
546addition to a total acquisition time of 10 seconds, in
547order to attain a calibration accuracy of 2 K [Torres et al.,
5481997]. It is of interest however to consider the impact of
549drift in the absence of such on-line calibration. We
550address this by supposing a linear drift with time in the
551gain and offset of the recorded correlations and compare
552the image quality of a snapshot imager with that of a
553sequential imager. For each baseline (m, n), we assume

Figure 9. Imaging performances of various antenna
arrays. One-dimensional plot of the restored images
including the metallic object.
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554 errors introduced in the original calibration to be negli-
555 gible. The measured visibility eVmn may be written as:eVmn ¼ VmnGmn tð Þ þ Omn tð Þ ð23Þ

557 with Vmn the true visibility, Gmn(t) and Omn(t) the
558 complex gain and offset of the instrument, respectively.
559 The drift rates in the real and imaginary parts of the gain
560 and offset of the correlator output are simulated by
561 random variables with zero mean Gaussian distribution
562 and standard deviation s. We have calculated the RMS
563 error e in the synthesized image with gain and offset
564 errors for 10 observations (to account for the random
565 nature of the instrument drift). For the rotational
566 scanning system shown in Figure 5c, nt = 52, simulations
567 showed (1) the RMS errors in the visibility data and in
568 the restored images are both linear functions of the RMS
569 drift rate and (2) the RMS error in the restored images for
570 the scanning system is increased by a factor �58
571 compared with that of a snapshot imager. This
572 corresponds to a significantly more challenging calibra-
573 tion problem.

575 4.2. Background Illumination

576 [21] In the simulations illustrated in Figure 8 images
577 comparison, the scene illumination is from ambient
578 surroundings and is considered to be constant with time
579 and uniform in angular distribution [Grafulla-González
580 et al., 2006]. For applications such as personnel scanning
581 it will be possible for the background and illumination to
582 be kept relatively constant during the acquisition times
583 considered here, however, the longer acquisition times of
584 the proposed technique will increase sensitivity to tem-
585 poral changes in average illumination compared to a
586 snapshot technique.

588 5. Conclusions

589 [22] We have demonstrated that in synthetic aperture
590 near-field mm-wave imaging, time-sequential recording
591 of the visibility function offers a route to reduced antenna
592 count and hence the potential for reduced complexity. If
593 the visibility function is recorded with nt time-sequential
594 samples during which the antenna is either rotated or
595 translated, point-spread-function quality can be main-
596 tained for a factor

ffiffiffiffiffiffiffiffi
ntð Þ

p
reduction in the number of

597 antennas and a factor nt reduction in the number of
598 correlators. Rotation is shown to more efficiently sample
599 the spatial frequencies of the scene, particularly after
600 optimization. The simplification is obtained at the cost of
601 a deterioration in radiometric sensitivity, which can be
602 recovered only by a factor nt increase in the total
603 integration time. In principle, for certain applications
604 where long integration times are feasible, acceptable
605 sensitivity of 2 K could be obtained for systems in which

606the number of antennas is an order of magnitude lower
607than for snapshot systems. The longer integration times
608introduce greater demands on system stability however
609which may require improved or real-time calibration.
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625Grafulla-González, B., K. Lebart, and A. R. Harvey (2006),

626Physical optics modelling of millimetre-wave personnel

627scanners, Pattern Recognition Lett., 27(15), 1852–1862.

628Harvey, A. R., and R. Appleby (2003), Passive mm-wave ima-

629ging from UAVs using aperture synthesis, Aeronaut. J.,

630107(1068), 87–97.

631Haupt, R. L. (1995), An introduction to genetic algorithms

632for electromagnetics, IEEE Antennas Propag. Mag., 37(2),

6337–15.

634Hebib, S., N. Raveu, and H. Aubert (2006), Cantor spiral array

635for the design of thinned arrays, IEEE Antennas Wireless

636Propag. Lett., 5, 104–106.

637Keto, E. (1997), The shapes of cross-correlation interferom-

638eters, Astrophys. J., 475, 843–852.

639Kogan, L. (2000), Optimizing a large array configuration to

640minimize the sidelobes, IEEE Trans. Antenna Propag.,

64148(7), 1075–1078.

642Kopilovich, L. E. (2005), Non-redundant hexagonal array con-

643figurations for optical interferometric systems compactly

644covering central domains in the spatial-frequency plane,

645J. Modern Opt., 52(10), 1415–1420.

646Kozachenko, L. F., and N. N. Leonenko (1987), On statistical

647estimation of entropy of random vector, Problems Infor.

648Transmiss., 23(2), 95–101, (translated from Problemy

649Peredachi Informatsii (in Russian), 23 (2), 9–16).
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